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Limited Warranty 
Thecus Technology Corporat ion guarantees all com ponents of Thecus NAS 
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norm ally under general usage.  I n case of any system  m alfunct ions, Thecus 
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Check the funct ions that  are available on your part icular Thecus NAS m odel at :  
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Safety Warnings 
 

For your safety, please read and follow the following safety warnings:  

 

 Read this m anual thoroughly before at tem pt ing to set  up your Thecus I P 

storage. 

 

 Your Thecus I P storage is a com plicated elect ronic device. DO NOT at tem pt  

to repair it  under any circum stances. I n the case of m alfunct ion, turn off the 

power im m ediately and have it  repaired at  a qualified service center. 

Contact  your vendor for  details. 

 

 DO NOT allow anything to rest  on the power cord and DO NOT place the 

power cord in an area where it  can be stepped on. Carefully place 

connect ing cables to avoid stepping or t r ipping on them . 

 

 Your Thecus IP storage can operate norm ally under t em peratures between 

5° C and 40° C, with relat ive humidity of 20%  – 85% . Using Thecus IP 

storage under ext rem e environm ental condit ions could dam age the unit . 

 

 Ensure that  the Thecus IP storage is provided with the correct  supply 

voltage (AC 100V ~  240V, 50/ 60 Hz, 3A) . Plugging the Thecus IP storage to 

an incorrect  power source could dam age the unit . 

 

 Do NOT expose Thecus IP storage to dam pness, dust , or  corrosive liquids. 

 

 Do NOT place Thecus IP storage on any uneven surfaces. 

 

 DO NOT place Thecus IP storage in direct  sunlight  or  expose it  to other heat  

sources. 

 

 DO NOT use chem icals or aerosols to clean Thecus IP storage. Unplug the 

power cord and all connected cables before cleaning.  

 

 DO NOT place any objects on the Thecus I P storage or obst ruct  it s 

vent ilat ion slots to avoid overheat ing the unit . 

 

 Keep packaging out  of t he reach of children. 

 

 I f  disposing of the device, please follow your local regulat ions for  the safe 

disposal of elect ronic products to protect  the environm ent .  
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Chapter 1: Introduction 

Overview 
Thank you for choosing the Thecus IP Storage Server.  The Thecus I P storage is an 

easy- to-use storage server that  allows a dedicated approach to storing and 

dist ribut ing data on a network. Data reliabilit y is ensured with RAID features that  

provide data security and recovery—over m ult iple Terabyte of storage are available 

using RAID 5 and RAID 6. Gigabit  Ethernet  port s enhance network efficiency, 

allowing Thecus IP storage to take over file m anagem ent  funct ions, increase 

applicat ion and data sharing and provide faster data response. The Thecus IP 

storage offers data m obilit y with a disk roam ing feature that  lets you swap working 

hard drives for use in other Thecus I P storage, securing the cont inuity of data in the 

event  of hardware failure. The Thecus IP storage allows data consolidat ion and 

sharing between Windows (SMB/ CIFS) , UNI X/ Linux, and Apple OS X environm ents. 

The Thecus IP storage’s user- fr iendly GUI  supports m ult iple Languages. 

 

Product Highlights 

 

File Server  
First  and forem ost , the Thecus IP storage allows you to store and share files over an 

IP network. With a Network At tached Storage (NAS)  device, you can cent ralize 

your files and share them  easily over your network. With the easy- to-use 

web-based interface, users on your network can access these files in a snap. 

 

To learn about  the Web User I nterface, go to  

Chapter  4 : Using the Thecus I P Storage >  W eb Adm inist rat ion I nterface  

 

FTP Server  
With the built - in FTP Server,  fr iends, clients, and custom ers can upload and 

download files to your Thecus I P storage over the Internet  with their favorite FTP 

program s. You can create user accounts so that  only authorized users have access.  

 

To set  up the FTP Server, refer t o 

 Chapter  4 : Netw ork Service>  FTP .  

 

iTunes Server  
With the built - in iTunes server capabilit y, the Thecus IP storage enables digital 

m usic to be shared and played anywhere on the network!   

 

To set  up the iTunes Server,  refer to  

Chapter  4 : Applicat ion Server> iTunes Configurat ion .  

 

Printer  Server  
With the Thecus IP storage’s Printer Server, you can easily share an IPP printer with 

other PCs connected to your network.  

 

To set  up the Printer Server,  refer to  

Chapter  4 : External Devices Server> Printer I nform at ion .  

 

Mult iple RAI D 
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Thecus IP storage supports m ult iple RAID volum es on one system . So, you can 

create RAI D 0 for your non-crit ical data, and create RAI D 1,5,6,50 or 60 (depend 

on m odel)  for  m ission-crit ical data. Create the RAID levels depending on your 

needs.   

 

To configure RAI D m odes on the Thecus IP storage, refer t o  

Chapter  4 : Storage Managem ent  > RAI D I nform at ion .  

 

iSCSI  Capability 
Thecus IP storage is not  only a file server,  but  it  also supports iSCSI  init iators. Your 

server can access Thecus IP storage as a direct -at tached-storage over t he LAN or 

I nternet .  There is no easier way to expand the capacity of your current  applicat ion 

servers. All the storage needs can be cent rally m anaged and deployed. This brings 

ult im ate flexibilit y to users. 

 

To set  up an iSCSI  volum e, refer t o  

Chapter  4 : Storage Managem ent  >  iSCSI   

 

Superior  Pow er Managem ent  
Thecus IP storage supports schedule power on/ off.  With this feature, adm inist rator 

can set  at  what  t im e to turn on or off the system . This feature is a big plus for 

people who want  to conserve energy. Wake-On-LAN enables adm inist rator t o 

rem otely turn on the system  without  even leaving their own seat .  

 

To schedule system  on and off, refer to  

Chapter  4 : System  Managem ent>  Scheduled Pow er On/ Off 
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Package Contents 

N8900/ N12000/ N16000 Series/ N8800PRO V2/ N8810U series/  

N4510U-R/ N4510U PRO-R 

The Thecus IP storage should contain the following com m on item s:  

 System  Unit  x1 

 QIG (Quick Installat ion Guide)  x1 

 CD-Tit le (Acronis backup CD & Universal CD)  

 Ethernet  Cable x1 

 Accessory bag x1 

 HDD Com pat ibilit y list  Card x1 

 Mult iple Languages Warranty Card x1 

 Power cord x2 

 

N6850/ N8850/ N10850/ N7700PRO V2/ N7710 series/ N5550/ N4510U-S/  

N7510/ N4510U PRO-S 

The Thecus IP storage should contain the following com m on item s:  

 System  Unit  x1 

 QIG (Quick Installat ion Guide)  x1 

 CD-Tit le (Acronis backup CD & Universal CD)  

 Ethernet  Cable x1 

 Accessory bag x1 

 HDD Com pat ibilit y list  Card x1 

 Mult iple Languages Warranty Card x1 

 Power cord x1 

 

Please check to see if your package is com plete. I f you find that  som e item s are 

m issing, contact  your dealer.  
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Front Panel  
 

N8 9 0 0  ser ies:  

 
Front  Panel 

I tem  Descript ion 

1.Power But ton • Power on/ off N8900 

2.Power LED • Solid green: System  is power on.  

3.System  error LED • Solid RED:  System  error. 

4.Mute but ton • Mute the system  fan alarm . 

5.USB Port  

 

• USB 2.0 port  for com pat ible USB devices, such as USB disks and 

USB printers 

6. Locator but ton /  

LED 

• Press the but ton, the back led will light  up to ident ify the system  

posit ion of the rack 

7. RST • Reboot system. 

8. LAN • Blinking green:  network act ivit y 

• Solid green:  network link 

9. BUSY • Blinking orange:  system  startup or system  m aintenance;  data 

current ly inaccessible 

10.OLED • Displays current  system  status and m essages 

• OLED screen saver will be enabled after screen is idle for m ore 

than 3 m inutes 

• OLED screen will be turn off after idle for m ore than 6 m inutes 

11.Up But ton ▲ • Push to scroll up when using the OLED display 

12.Down But ton ▼ • Push to enter USB copy operat ion screen  

13.Enter But ton ↵ • Push to enter OLED operate password for basic system  set t ing  

14.Escape But ton 

ESC 

• Push to leave the current  OLED m enu 
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N1 2 0 0 0  ser ies: 
The Thecus N12000 series front  panel has the device’s cont rols, indicators, and 

hard disk t rays:  

 

 

 

Front  Panel 

I tem  Descript ion 

1.Power But ton • Power on/ off N12000 

2.Power LED • Solid green: System  is power on.  

3.System  error LED • Solid RED:  System  error. 

4.Mute but ton • Mute the system  fan alarm . 

5.USB Port  

 

• USB 2.0 port  for com pat ible USB devices, such as USB disks and 

USB printers 

6. Locator but ton /  

LED 

• Press the but ton, the back led will light  up to ident ify the system  

posit ion of the rack 

7. RST • Reboot system. 

8. LAN • Blinking green:  network act ivit y 

• Solid green:  network link 

9. BUSY • Blinking orange:  system  startup or system  m aintenance;  data 

current ly inaccessible 

10.OLED • Displays current  system  status and m essages 

• OLED screen saver will be enabled after screen is idle for m ore 

than 3 m inutes 

• OLED screen will be turn off after idle for m ore than 6 m inutes 

11.Up But ton ▲ • Push to scroll up when using the OLED display 

12.Down But ton ▼ • Push to enter USB copy operat ion screen  

13.Enter But ton ↵ • Push to enter OLED operate password for basic system  set t ing  

14.Escape But ton 

ESC 

• Push to leave the current  OLED m enu 
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N1 6 0 0 0  ser ies: 
The Thecus N16000 series front  panel has the device’s cont rols, indicators, and 

hard disk t rays:  

 

 

 

Front  Panel 

I tem  Descript ion 

1.Power But ton • Power on/ off N16000 

2.Power LED • Solid green: System  is power on.  

3.System  error LED • Solid RED:  System  error. 

4.Mute but ton • Mute the system  fan alarm . 

5.USB Port  

 

• USB 2.0 port  for com pat ible USB devices, such as USB disks and 

USB printers 

6. Locator but ton /  

LED 

• Press the but ton, the back led will light  up to ident ify the rack 

posit ion of the system 

7. RST • Reboot system. 

8. LAN • Blinking green:  network act ivit y 

• Solid green:  network link 

9. BUSY • Blinking orange:  system  startup or system  m aintenance;  data 

current ly inaccessible 

10.OLED • Displays current  system  status and m essages 

• OLED screen saver will be enabled after screen is idle for m ore 

than 3 m inutes 

• OLED screen will be turn off after idle for m ore than 6 m inutes  

11.Up But ton ▲ • Push to scroll up when using the OLED display 

12.Down But ton ▼ • Push to enter USB copy operat ion screen  

13.Enter But ton ↵ • Push to enter OLED operate password for basic system  set t ing  

14.Escape But ton 

ESC 

• Push to leave the current  OLED m enu 
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N6 8 5 0 : 
The Thecus N6850’s front  panel has the device’s cont rols, indicators, and hard disk 

t rays:  

 

Front  Panel 

I tem  Descr ipt ion 

1. Power But ton • Power on/ off N6850 

2. USB Port  • USB 2.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

3. USB Port  • USB 3.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

4. LAN2 LED • Solid w hite: LAN2 Cable link  
• Blinking : Network act ivit y 

5. LAN1 LED • Solid w hite: LAN1 Cable link  
• Blinking : Network act ivit y 

6. USB LED • Solid w hite: USB busy  
• Solid Red: USB error 

7. System  LED • Solid w hite: System  is power on. 

8. OLED • Displays system  status and inform at ion 

9. System  Error 

LED 

 Blinking RED: System  error.  

10. Down But ton  Push to enter USB copy operat ion screen  

11. Up But ton  Push to scroll up when using the OLED display 

12. Enter But ton   Push to enter OLED operate password for  basic system  

set t ing  

13. Escape But ton   Push to leave the current  OLED m enu 
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N8 8 5 0 : 
The Thecus N8850’s front  panel has the device’s cont rols, indicators, and hard disk 

t rays:  

 

Front  Panel 

I tem  Descr ipt ion 

1. Power But ton • Power on/ off N8850 

2. USB Port  • USB 2.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

3. USB Port  • USB 3.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

4. LAN2 LED • Solid w hite: LAN2 Cable link  
• Blinking : Network act ivit y 

5. LAN1 LED • Solid w hite: LAN1 Cable link  
• Blinking : Network act ivit y 

6. USB LED • Solid w hite: USB busy  
• Solid Red: USB error 

7. System  LED • Solid w hite: System  is power on. 

8. OLED • Displays system  status and inform at ion 

9. System  Error 

LED 

 Blinking RED: System  error.  

10. Down But ton  Push to enter USB copy operat ion screen  

11. Up But ton  Push to scroll up when using the OLED display 

12. Enter But ton   Push to enter OLED operate password for  basic system  

set t ing  

13. Escape But ton   Push to leave the current  OLED m enu 
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N1 0 8 5 0 : 
The Thecus N10850’s front  panel has the device’s cont rols, indicators, and hard 

disk t rays:  

 

Front  Panel 

I tem  Descr ipt ion 

1. Power But ton • Power on/ off N10850 

2. USB Port  • USB 2.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

3. USB Port  • USB 3.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

4. LAN2 LED • Solid w hite: LAN2 Cable link  
• Blinking : Network act ivit y 

5. LAN1 LED • Solid w hite: LAN1 Cable link  
• Blinking : Network act ivit y 

6. USB LED • Solid w hite: USB busy  
• Solid Red: USB error 

7. System  LED • Solid w hite: System  is power on. 

8. OLED • Displays system  status and inform at ion 

9. System  Error 

LED 

 Blinking RED: System  error.  

10. Down But ton  Push to enter USB copy operat ion screen  

11. Up But ton  Push to scroll up when using the OLED display 

12. Enter But ton   Push to enter OLED operate password for  basic system  

set t ing  

13. Escape But ton   Push to leave the current  OLED m enu 
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N7 7 0 0 PRO V2 / N7 7 1 0  ser ies: 
The Thecus N7700PRO V2/ N7710 series front  panel has the device’s cont rols, 

indicators, and hard disk t rays:  

 

Front  Panel 

I tem  Descript ion 

1.Power LED • Solid blue: System  is power on.  

2.System  LED • Solid orange: system  is being upgraded or system  startup;  data 

current ly inaccessible 

3.WAN/ LAN1 LED 

 

• Solid green: network link 

• Blinking green: network act ivit y 

4.LAN2 LED 

 

• Solid green: network link  

• Blinking green: network act ivit y 

5.USB Copy LED • Solid blue: files are being copied from  a USB storage device 

6.eSATA link LED  

(N7700PROv2)   

• Solid blue: external eSATA device has connected 

7.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks. 

8.Power But ton • Power on/ off N7700PRO V2/ N7710 series 

9.Up But ton ▲ • Push to scroll up when using the LCD display 

10.Down But ton ▼ • Push to enter USB copy operat ion screen 

11.Enter But ton ↵ • Push to enter LCD operate password for basic system  set t ing 

12.Escape But ton 

ESC 

• Push to leave the current  LCD m enu 

13.LCD Display • Displays current  system  status and warning m essages 

14.HDD Trays • Seven 3.5”  SATA HDD t rays 

• Locks are provided for added securit y 
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 N8 8 0 0 PRO V2 / N8 8 1 0 U ser ies: 
The Thecus N8800PRO V2/ N8810U series front  panel has the device’s cont rols, 

indicators, and hard disk t rays:  

 

Front  Panel 

I tem  Descript ion 

1.Power But ton • Power on/ off N8800PRO V2/ N8810U series 

2.Power LED • Solid green: System  is power on.  

3.Reboot  But ton • Press to system  reboot  

4.System  fan alarm  

LED 

• Solid red: system  fan failure not ificat ion 

5. Mute but ton • Mute the system  fan alarm . 

6.USB Port  

 

USB 2.0 port  for com pat ible USB devices, such as USB disks, USB 

printers  

7.Up But ton ▲ • Push to scroll up when using the LCD display 

8.Down But ton ▼ • Push to enter USB copy operat ion screen  

9.Enter But ton ↵ • Push to enter LCD operate password for basic system  set t ing  

10.Escape But ton 

ESC 

• Push to leave the current  LCD m enu 
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N5 5 5 0 : 
The Thecus N5550 front  panel has the device’s cont rols, indicators, and hard disk 

t rays:  

 

Front  Panel 

I tem  Descript ion 

1.System  LED • Blinking orange: System  is being upgraded or ; is start ing up;  

data current ly inaccessible 

2.WAN/ LAN1 LED 

 

• Solid green: Network link 

• Blinking green: Network act ivit y 

3.LAN2 LED 

 

• Solid green: Network link  

• Blinking green: Network act ivit y 

4.USB Copy LED • Solid blue: Files are being copied from  a USB storage device 

5.Syetem  Warning LED  • Solid RED: System  error 

6.Reset  But ton  • Resets system  configurat ion to default  value. 

7.USB Port  • USB 3.0 port  for com pat ible USB devices, such as USB disks. 

8.Power But ton/  Power 

LED 

• Power on/ off N5550 and Power LED. 

• Solid blue: System  is power on. 

9.Up But ton ▲ • Push to scroll up when using the LCD display. 

10.Down But ton ▼ • Push to enter the USB copy operat ion screen. 

11.Enter But ton ↵ • Push to enter LCD adm inist rator password to access basic 

system  set t ing. 

12.Escape But ton ESC • Push to leave the current  LCD m enu. 

13.LCD Display • Displays current  system  status and warning m essages. 

14.HDD Trays • Five 3.5”  SATA HDD t rays. 

• Locks are provided for added securit y. 
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N4 5 1 0 U: 
The Thecus N4510U front  panel has the device’s cont rols, indicators, and  

hard disk t rays:  

                

 

Front  Panel 

I tem  Descript ion 

1. LCD Display • Displays the current  system  status and warning m essages. 

• Displays hostnam e, WAN/ LAN1/ LAN2 IP addresses, RAID status, 

and current  t im e. 

2. Up But ton ▲ • Push to scroll up when using the LCD display. 

3. Down But ton 

▼ 

• Push to scroll down when using the LCD display. 

4. Enter But ton ↵ • Push to confirm  inform at ion entered into the LCD display. 

5. Escape But ton 

ESC 

• Push to leave the current  LCD m enu. 

6. Locator But ton • Turns on the LED backlight .  

7. USB Port  

 

• USB 3.0 port  for com pat ible USB devices, such as digital cam eras, 

USB disks, and USB printers. 

8. PWR LED • Solid Blue: System  is powered on. 

9. Busy LED  • Blinking orange: system  startup or system  m aintenance;  data 

current ly inaccessible 

10. Error LED Solid Red: System alert: Redundant power or system fan failure 

11. LAN LED 

 

• Solid green: network link 

• Blinking green: network act ivit y 

12. Power But ton • Power the N4510U on/ off. 

13. Reset  But ton • Resets the N4510U. 

14. Mute But ton • Mutes the system  fan alarm  (Can also be m anaged through the UI )  

15. HDD Trays • Four 3.5”  SATA HDD t rays. 

• Locks are provided for added securit y. 
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N4 5 1 0 U PRO: 
The Thecus N4510U PRO front  panel has the device’s cont rols, indicators, and  

hard disk t rays:  

                

 

Front  Panel 

I tem  Descript ion 

1. LCD Display • Displays the current  system  status and warning m essages. 

• Displays hostnam e, WAN/ LAN1 IP addresses, RAID status, 

and current  t im e. 

2. Up But ton ▲ • Push to scroll up when using the LCD display. 

3. Down But ton ▼ • Push to scroll down when using the LCD display. 

4. Enter But ton ↵ • Push to confirm  inform at ion entered into the LCD display. 

5. Escape But ton 

ESC 

• Push to leave the current  LCD m enu. 

6. Locator But ton • Turns on the LED backlight .  

7. USB Port  

 

• USB 3.0 port  for com pat ible USB devices, such as digital 

cam eras, USB disks, and USB printers. 

8. PWR LED • Solid Blue: System  is powered on. 

9. Busy LED  • Blinking orange: system  startup or system  m aintenance;  

data current ly inaccessible 

10. Error LED Solid Red: System alert: Redundant power or system fan failure 

11. LAN LED 

 

• Solid green: network link 

• Blinking green: network act ivit y 

12. Power But ton • Power the N4510U PRO on/ off. 

13. Reset  But ton • Resets the N4510U PRO. 

14. Mute But ton • Mutes the system  fan alarm  (Can also be m anaged through 

the UI )  

15. HDD Trays • Four 3.5”  SATA HDD t rays. 

• Locks are provided for added securit y. 
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N7 5 1 0 : 
The Thecus N7510 front  panel has the device’s cont rols, indicators, and hard disk 

t rays:  

 

Front  Panel 

I tem  Descript ion 

1.Power LED • Solid blue: System  is power on.  

2.System  LED • Solid orange: system  is being upgraded or system  startup;  data 

current ly inaccessible 

3.WAN/ LAN1 LED 

 

• Solid green: network link 

• Blinking green: network act ivit y 

4.LAN2 LED 

 

• Solid green: network link  

• Blinking green: network act ivit y 

5.USB Copy LED • Solid blue: files are being copied from  a USB storage device 

6.eSATA link LED  • Solid blue: external eSATA device has connected 

7.USB Port  • USB 3.0 port  for com pat ible USB devices, such as USB disks. 

8.Power But ton • Power on/ off N7510 

9.Up But ton ▲ • Push to scroll up when using the LCD display 

10.Down But ton ▼ • Push to enter USB copy operat ion screen 

11.Enter But ton ↵ • Push to enter LCD operate password for basic system  set t ing 

12.Escape But ton 

ESC 

• Push to leave the current  LCD m enu 

13.LCD Display • Displays current  system  status and warning m essages 

14.HDD Trays • Seven 3.5”  SATA HDD t rays 

• Locks are provided for added securit y 
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Rear Panel 
 

N8 9 0 0  

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.LAN3 Port  • LAN3 port  for connect ing to an Ethernet  network through a switch 

or router.  

 

N1 2 0 0 0 : 
The N12000 rear panel features ports and connectors. 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 
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5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.LAN3 Port  • LAN3 port  for HA connect ing.  

 
N1 2 0 0 0 V/ N1 2 0 0 0 PRO: 
N12000V/ N12000PRO rear panel features ports and connectors. 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.LAN3 Port  • LAN3 port  for HA connect ing.  

9.HDMI  Port  • For Video/ Audio out  

10. Mic input  • Microphone input  

11. Line out  • For Audio out  

12.Line in • For Audio in 
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N1 6 0 0 0 : 
The N16000 rear panel features ports and connectors. 

 

 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.LAN3 Port  • LAN3 port  for HA connect ing.  
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N1 6 0 0 0 V/ N1 6 0 0 0 PRO: 
N16000V/ N16000PRO rear panel features ports and connectors. 

 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.LAN3 Port  • LAN3 port  for HA connect ing.  

9.HDMI  Port  • For Video/ Audio out  

10.Line in • For Audio in 

11. Line out  • For Audio out  

12. Mic input  • Microphone input  
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N6 8 5 0 : 
The N6850 rear panel features ports and connectors. 

 

 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.HDMI  Port  • For Video/ Audio out  

9.Line in • For Audio in 

10. Line out  • For Audio out  

11. Mic input  • Microphone input  

12. User GPIO • Could define each GPIO (0~ 7)  and im plem ent  it s own 

funct ionalit y. 
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N8 8 5 0 : 

The N8850 rear panel features ports and connectors. 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.HDMI  Port  • For Video/ Audio out  

9.Line in • For Audio in 

10. Line out  • For Audio out  

11. Mic input  • Microphone input  

12. User GPIO • Could define each GPIO (0~ 7)  and im plem ent  it s own 

funct ionalit y. 
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N1 0 8 5 0 : 

The N10850 rear panel features ports and connectors. 

 
Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Serial Port  • This port  is for external UPS device 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices. 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router   

8.HDMI  Port  • For Video/ Audio out  

9.Line in • For Audio in 

10.Line out  • For Audio out  

11.Mic input  • Microphone input  

12. User GPIO • Could define each GPIO (0~ 7)  and im plem ent  it s own 

funct ionalit y. 
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N7 7 0 0 PRO V2 : 

The N7700PRO V2 rear panel features ports and connectors. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Back Panel 

I tem  Descript ion 

1.LAN2 Port  • LAN2 port  for connect ing to a local Ethernet  network through a 

switch or router. 

2.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router. 

3.Serial Port  • This port  is for an external UPS device. 

4.eSATA Port  • eSATA port  for high-speed storage expansion. 

5.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers. 

6.System  Fan • System  fan that  exhausts heat  from  the unit .  

7.Power Connector • Connect  the included power cord to this connector. 
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N7 7 1 0  ser ies: 

The N7710 series rear panel features ports and connectors. 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 3.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

6.HDMI  Port  • For Video/ Audio out  

7.VGA Port  • For Video out  
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N8 8 0 0 PRO V2 : 
The N8800PRO V2 rear panel features ports and connectors. 

 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2.Power Switch • Switch for power supply 

3.eSATA Port  • eSATA port  for high-speed storage expansion 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.Serial Port  • This port  is for external UPS device 

6.WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

7.LAN2 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router   
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N8 8 1 0 U ser ies: 
The N8810U series rear panel features ports and connectors. 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 344.0 port  for com pat ible USB devices, such as USB disks, 

and USB printers 

6.HDMI  Port  • For Video/ Audio out  

7.VGA Port  • For Video out  
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N5 5 5 0 : 
The N5550 rear panel features ports and connectors. 

 

 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 2.0 port  for com pat ible USB devices. 

6.eSATA Port  • eSATA port  for high-speed storage expansion 

7.Line in • For Audio in 

8. Line out  • For Audio out  

9. Mic input  • Microphone input  

10.System  Fan • System  fan that  exhausts heat  from  the unit .  

11.HDMI  Port  • For Video/ Audio out  

12.VGA Port  • For Video out  
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N4 5 1 0 U- R: 

 

Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 2.0 port  for com pat ible USB devices. 

6.eSATA Port  • eSATA port  for high-speed storage expansion 

7.Line in • For Audio in 

8. Line out  • For Audio out  

9. Mic input  • Microphone input  

10.HDMI  Port  • For Video/ Audio out  

11.VGA Port  • For Video out  

12. Locator LED • I dent ifies each NAS within a rack m ount  configurat ion. 

 

N4 5 1 0 U- S: 

The rear panel of the N4510U-S is sim ilar to the N4510U-R, but  with a single power 

connector:  
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N4 5 1 0 U PRO- R: 

 
Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.USB Port  • USB 2.0 port  for com pat ible USB devices. 

6.eSATA Port  • eSATA port  for high-speed storage expansion 

7.Line in • For Audio in 

8. Line out  • For Audio out  

9. Mic input  • Microphone input  

10.HDMI  Port  • For Video/ Audio out  

11.VGA Port  • For Video out  

12. Locator LED • I dent ifies each NAS within a rack m ount  configurat ion. 

 

N4 5 1 0 U PRO- S: 

The rear panel of the N4510U PRO-S is sim ilar to the N4510U PRO-R, but  with a 

single power connector:  
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N7 5 1 0 : 
The N7510 rear panel features ports and connectors. 

 

 

 

 Back Panel 

I tem  Descript ion 

1.Power Connector • Connect  the included power cords to these connectors 

2. WAN/ LAN1 Port  • WAN/ LAN1 port  for connect ing to an Ethernet  network through a 

switch or router 

3. LAN2 Port  • LAN2 port  for connect ing to an Ethernet  network through a switch 

or router 

4.USB Port  • USB 2.0 port  for com pat ible USB devices, such as USB disks, and 

USB printers 

5.eSATA Port  • eSATA port  for high-speed storage expansion 

6.Line in • For Audio in 

7. Line out  • For Audio out  

8. Mic input  • Microphone input  

9.System  Fan • System  fan that  exhausts heat  from  the unit .  

10.HDMI  Port  • For Video/ Audio out  

11.VGA Port  • For Video out  
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Chapter 2: Hardware Installation 

Overview 
Your Thecus IP storage is designed for easy installat ion. To help you get  started, 

the following chapter will help you quickly get  your Thecus IP storage up and 

running. Please read it  carefully to prevent  dam aging your unit  during installat ion. 

Before You Begin 
Before you begin, be sure to take the following precaut ions:  

 

1. Read and understand the Safety W arnings out lined in the beginning of t he 

m anual. 

 

2. I f possible, wear an ant i- stat ic wrist  st rap during installat ion to prevent  

stat ic discharge from  dam aging the sensit ive elect ronic com ponents on the 

Thecus IP storage. 

 

3. Be careful not  to use m agnet ized screwdrivers around the Thecus IP 

storage’s elect ronic com ponents. 

Cable Connections 
To connect  the Thecus I P storage product  t o your network, follow the steps below:  

 

1. Connect  an Ethernet  cable from  your network to the WAN/ LAN1 port  on the 

back panel of the Thecus IP storage. 

 

 N12000 series/N16000 series/N8900 series 

WAN/LAN1 port 

N5550 WAN/LAN1 port 

   

▲ N6850/N8850/N10850  

WAN/LAN1 port 

▲ N7700PRO V2/N7710 series  

 WAN/LAN1 port 

▲ N8800PRO 

V2/N8810U series 

WAN/LAN1 port 
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▲ N4510U/N4510U PRO  

WAN/LAN1 port 

 

▲ N7510  WAN/LAN1 port 

  

2. Connect  the provided power cord into the universal power socket  on t he 

back panel. Plug the other end of the cord into a surge protector socket .   

 

▲ N12000 series/N16000 series/N8900 series power socket 

 

▲ N6850/N8850/N10850  power socket 

 

 

▲ N7700PRO V2 /N7710 series/N7510  

power socket 

▲ N8800PRO V2/N8810U series power 

socket 
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N5550 power socket N4510U/N4510U PRO power socket 

 

3. Press the power but ton on the Front  Panel to boot  up the Thecus I P storage.  

 

▲ N12000 series/N16000 series/N8900 series power button 

 

  

N6850/N8850/N10850 power button N5550 power button 
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▲ N7700PRO V2/N7710 series/ 

N7510  power button 

▲ N8800PRO V2/N8810U series  power button 

 

 

▲ N4510U  power button 

 

▲ N4510U PRO  power button 
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Chapter 3: First Time Setup 

Overview 
Once the hardware is installed, physically connected to your network, and powered 

on, you can configure the Thecus IP storage so that  it  is accessible to your network 

users. There are two ways to set  up your Thecus IP storage:  using the Thecus 
Setup W izard  or the LCD display . Follow the steps below for init ial software 

setup. 

Thecus Setup Wizard 
The handy Thecus Setup Wizard m akes configuring Thecus IP storage a snap. To 

configure the Thecus I P storage using the Setup Wizard, perform  the following 

steps:  

 

1. I nsert  the installat ion CD into your CD-ROM drive ( the host  PC m ust  be 

connected to the network) . 

 

2. The Setup Wizard should launch autom at ically. I f not , please browse your 

CD-ROM drive and double click on Setup.exe.  
 

 
 

 
 

 
 

 

 
 

 

3. The Setup Wizard will start  and autom at ically detect  all Thecus storage 

devices on your network. I f none are found, please check your connect ion 

and refer to Chapter  7 : Troubleshoot ing  for  assistance. 

 

4. Select  the Thecus IP storage that  you like to configure. 

 

5. Login with the adm inist rator account  and password. The default  account  

and password are both “admin” .   

NOTE 
For MAC OS X users, double click on Thecus Setup Wizard .dmg file.   
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6. Nam e your Thecus I P storage and configure the network I P address. I f your 

switch or router is configured as a DHCP Server, configuring the Thecus I P 

storage to autom at ically obtain an IP address is recom m ended. You m ay 

also use a stat ic I P address and enter the DNS Server address m anually.  

 

7. Change the default  adm inist rator password. 
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8. Finished!  Access the Thecus IP storage Web Adm inist rator I nterface by 

pressing the Start  Brow ser  but ton. You can also configure another Thecus 

IP storage at  this point  by clicking the Setup Other  Device  but ton. Press 

Exit  to exit  the wizard. 

 

 

 

LCD Operation (N7700PRO V2/N8800PRO V2/ N7710 series/N8810U 

series/N5550/N4510U series/N7510) 

The m ent ioned m odels above are equipped with an LCD on the front  for  easy status 

display and setup. There are four but tons on the front  panel to cont rol the LCD 

funct ions. 

 

LCD Controls 
Use the Up  (▲) , Dow n  (▼) , Enter  (↵)  and Escape  (ESC)  keys to select  various 

configurat ion set t ings and m enu opt ions for Thecus IP storage configurat ion.  

 

The following table illust rates the keys on the front  cont rol panel:  

 

LCD Cont rols 

I con Funct ion Descript ion 

▲ Up But ton Select  the previous configurat ion set t ings opt ion. 

▼ Down But ton USB copy confirm at ion display. 

↵ Enter Enter the selected m enu opt ion, sub-m enu, or param eter set t ing. 

ESC Escape Escape and return to the previous m enu. 

 

There are two m odes of operat ion for  the LCD:  Display Mode  and Managem ent  
Mode .  

 

 

 

 

 

 

NOTE   
The Thecus Setup Wizard is designed for installat ion on system s running Windows 

XP/ 2000/ v ista/ 7 or Mac OSX or  later. Users with other operat ing systems will 

need to install the Thecus Setup Wizard on a host  m achine with one of these 

operat ing systems before using the unit .  

 43 



Display Mode 
During norm al operat ion, the LCD will be in Display  Mode .  

 

Display Mode 

I tem  Descript ion 

Host  Nam e Current  host  nam e of the system . 

WAN/ LAN1 Current  WAN/ LAN1 I P set t ing.  

LAN2 Current  LAN2 IP set t ing. 

Link Aggregat ion Current  Link Aggregat ion status 

System  Fan1 Current  system  fan1 status. 

System  Fan2 Current  system  fan2 status. 

CPU Fan Current  CPU fan status 

2009/ 05/ 22 12: 00 Current  system  t im e. 

Disk I nfo Current  status of disk slot  has been installed 

RAID Current  RAID status. 

The Thecus IP storage will rotate these m essages every one- two seconds on the 

LCD display. 

 

USB Copy 

The USB Copy funct ion enables you to copy files stored on USB devices such as USB 

disks and digital cam eras to the Thecus IP storage by press but ton. To use USB 

copy, follow the steps below:  

 

1. Plug your USB device into an available USB port  on the Front  end. 

 

2. I n Display Mode ,  press the Dow n But ton (▼) .  

 

3. The LCD will display “USB Copy?”   

 

4. Press Enter  (↵)  and the Thecus IP storage will start  copying USB disks 

connected to the front  USB port .  

 

5. All of data will be copied into system  folder nam ed “USB copy” .   

 

Managem ent  Mode 
During setup and configurat ion, the LCD will be in Managem ent  Mode .  

 

To enter into Managem ent  Mode, press Enter (↵) and an “Enter Password”  prom pt  

will show on the LCD. 

 

At  this t im e, the adm inist rator has to enter the correct  LCD password. System  will 

check whether the correct  LCD password has been entered. The default  LCD 

password is “  0000 ” . I f correct  password is entered, you will enter into the 

Managem ent  Mode  m enu. 

 

Managem ent  Mode 

I tem  Descript ion 

WAN/ LAN1 Set t ing IP address and netm ask of your WAN/ LAN1 ports. 

LAN2 Set t ing IP address and netm ask of your LAN2 ports. 

Link Agg. Set t ing Select  Load Balance, 8 0 2 .3 ad  or Failover .  

Change Adm in Passwd Change adm inist rator ’s password for LCD operat ion. 

Reset  to Default  Reset  system  to factory defaults. 

Exit  Exit  Managem ent  Mode  and return to Display Mode .  

 

 44 



 

 

 

 

OLED Operation(Does not apply to the N7700PRO V2/N8800PRO V2/ 
N7710 series/N8810U series/N5550/N4510U series/N7510) 

OLED Operat ion 
The Thecus I P storage is equipped with an OLED on the front  for  easy status display 

and setup. There are four but tons on the front  panel to cont rol the OLED funct ions. 

 

OLED Controls 

Use the Up  (▲) , Dow n  (▼) , Enter  (↵)  and Escape  (ESC)  keys to select  various 

configurat ion set t ings and m enu opt ions for Thecus IP storage configurat ion.  

 

The following table illust rates the keys on the front  cont rol panel:  

OLED Controls 

I con Funct ion Descript ion 

▲ Up But ton Select  the previous configurat ion set t ings opt ion. 

▼ Down But ton USB copy confirm at ion display. 

↵ Enter Enter the selected m enu opt ion, sub-m enu, or param eter set t ing. 

ESC Escape Escape and return to the previous m enu. 

 

There are two m odes of operat ion for the OLED:  Display Mode  and Managem ent  
Mode .  

 

Display Mode 

During norm al operat ion, the OLED will be in Display  Mode .  

Display Mode 

I tem  Descript ion 

Host  Nam e Current  host  nam e of the system . 

WAN/ LAN1 Current  WAN/ LAN1 I P set t ing.  

LAN2 Current  LAN2 IP set t ing. 

Link Aggregat ion Current  Link Aggregat ion status 

System  Fan Current  system  fan status. 

CPU Fan Current  CPU fan status 

2009/ 05/ 22 12: 00 Current  system  t im e. 

RAID Current  RAID status. 

The Thecus IP storage will rotate these m essages every one- two seconds on the 

OLED display. 

 

USB Copy 
The USB Copy funct ion enables you to copy files stored on USB devices such as USB 

disks and digital cam eras to the Thecus IP storage with a press of a but ton. To use 

USB copy, follow the steps below:  

 

1. Plug your USB device into an available USB port  on the Front  Panel. 

 

2. I n Display Mode ,  press the Enter  (↵) . 

 

NOTE 
You can also change your LCD password using the Web Adm inist rat ion 

I nterface by navigat ing t o System  Managem ent  >  Adm inistrator  

Passw ord .  For  m ore on the Web Adm inist rat ion I nterface, see Chapter  

4 : System  Managem ent .  
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3. The LCD will display “USB Copy?”   

 

4. Press Enter  (↵)  and the Thecus IP storage will start  copying USB disks 

connected to the front  USB port . The LCD will display the USB copy progress 

and results. 

 

Typical Setup Procedure 
From  the Web Adm inist rat ion Interface, you can begin to setup your Thecus IP 

storage for use on your network. Set t ing up the Thecus IP storage typically follows 

the five steps out lined below. 

 

For m ore on how to use the Web Adm inist rat ion Interface, see 

 Chapter  4 : W eb Adm inist rat ion I nterface .  

 

Step 1 : Netw ork Setup 
From  the Web Adm inist rat ion Interface, you can configure the network set t ings of 

the Thecus IP storage for your network. You can access the Netw ork  m enu from  

the m enu bar.   

For details on how to configure your network set t ings, refer t o  

Chapter  4 : System  Netw ork  .  
 

Step 2 : RAI D Creat ion 
Next ,  adm inist rators can configure their preferred RAID set t ing and build their 

RAID volum e. You can access RAID set t ings from  the m enu bar of the Web 

Adm inist rat ion Interface by navigat ing to Storage Managem ent  >  RAI D 
Managem ent .  

 

For m ore inform at ion on configuring RAID, see 

 Chapter  4 : Storage >  RAI D Managem ent .  

 

Don’t  know which RAID level to use? Find out  m ore about  the different  RAID levels 

from  Appendix  B: RAI D Basics.  

 

Step 3 : Create Local Users or  Setup Authent icat ion 
Once the RAI D is ready, you can begin to create local users for  Thecus I P storage, 

or choose to setup authent icat ion protocols such as Act ive Directory (AD) . 

 

For m ore on m anaging users, go to Chapter 4 : User and Group Authent icat ion . 

 

For m ore inform at ion on configuring Act ive Directory, see  

Chapter  4 : User and Group Authent icat ion >  ADS Support .  

 

For inform at ion about  the benefit s of Act ive Directory, see Appendix  D: Act ive 

Directory Basics.  

 

Step 4 : Create Folders and Set  Up ACLs 
Once users are int roduced into your network, you can begin to create various 

folders on the Thecus I P storage and cont rol user access to each using Folder 

Access Cont rol Lists.  

 

More inform at ion on m anaging folders, see  

Chapter  4 : Storage Managem ent  >  Share Folder .  
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To find out  about  configuring Folder Access Cont rol Lists, see Chapter 4 : Storage 

Managem ent  >  Share Folder>  Folder  Access Control List  ( ACL) .  

 

Step 5 : Start  Services 
Finally, you can start  to setup the different  services of Thecus IP storage for  the 

users on your network. You can find out  m ore about  each of these services by 

clicking below:  

 

SMB/ CI FS 
 

Apple  File  Protocol ( AFP)  
 

Netw ork  File  System  ( NFS)  
 

File Transfer Protocol ( FTP)  
 

iTunes Server  
 

Printer  Server  
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Chapter 4: System Administration 

Overview 
The Thecus IP storage provides an easily accessible W eb Adm inist rat ion 

I nterface .  With it , you can configure and m onitor  the Thecus IP storage anywhere 

on the network. 

 

Web Administration Interface 
Make sure your network is connected to the Internet . To access Thecus I P storage 

W eb Adm inist rat ion I nterface :  

 

1. Type the Thecus IP storage IP address into your browser. (Default  I P 

address is http://192.168.1.100)    

 

 

 

 

2. Login to the system  using the adm inist rator user nam e and password. The 

factory defaults are:   

 

User Nam e: admin 
Passw ord: admin 

 

※ I f you changed your password in the setup wizard, use the new password. 

 

Once you are logged in as an adm inist rator , the disclaim er page will appear as 

below. Please click the check box if you do not  want  to have this page displayed 

during the next  login.  

 

NOTE 
Your computer ’s network IP address must  be on the same subnet  as the Thecus 

IP storage. I f the Thecus IP storage has default  IP address of 192.168.1.100, 

your managing PC IP address must  be 192.168.1.x,  where x is a number 

between 1 and 254, but  not  100. 
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Following the disclaim er page, you will see the W eb Adm inist rat ion I nterface .  

From  here, you can configure and m onitor virtually every aspect  of the Thecus IP 

storage from  anywhere on the network. 

 

My Favorite 

The user interface with “My Favorite”  shortcut  allows the user t o designate often 

used item s and have them  display on the m ain screen area. The figure below 

displays system  favorite funct ions.  

 
 

 

Adm inist rators can add or rem ove 

favorite funct ions to My Favorites by r ight  

clicking the m ouse on the m enu t ree.  

 

Another way the adm inist rators can add 

favorite funct ions is by clicking the “Add 

Favorite”  icon in each funct ion screen. 

See the figure below with the red circled 

icon.    

 

To return to the favorite screen, sim ply click “Hom e”  located at  the left  hand corner 

of the m ain screen. 
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Menu Bar   
The Menu Bar  is where you will find all of the inform at ion screens and system  

set t ings of Thecus IP storage. The various set t ings are placed in the following 

groups on the m enu bar:  

 

 

Menu Bar  

I tem  Descript ion 

System  Inform at ion Current  system  status of t he Thecus I P storage. 

System  Managem ent  Various Thecus I P storage system  set t ings and inform at ion. 

System  Network I nform at ion and set t ings for network connect ions, as well as 

various services of the Thecus IP storage. 

Storage I nform at ion and set t ings for storage devices installed into 

the Thecus IP storage.  

User and Group Authent icat ion Allows configurat ion of users and groups. 

Network Service  

Applicat ion Server Printer Server and iTunes Server set -up of the Thecus IP 

storage. 

Module Managem ent  System  and user  Module installat ion of the Thecus I P 

storage. 

Backup Category of Backup Features setup of the Thecus I P storage. 

 

Moving your cursor over any of these item s will display the dropdown m enu 

select ions for each group. 

 

I n the following sect ions, you will find detailed explanat ions of each funct ion, and 

how to configure your Thecus I P storage. 
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Message Bar  
You can get  quick inform at ion about  your system  status by m oving your m ouse 

over these icons.  

 

Message Bar  

I tem  Status Descript ion 

 

RAID Inform at ion. Display the status of created RAI D volum e. Click 

to go to RAID inform at ion page as short  cut .  

 

Disks Inform at ion. Display the status of disks installed in the 

system . Click to go to Disk inform at ion page as 

short  cut .  

 

FAN. Display system  FAN Status. Click to go to 

System  Status page as short  cut .  

 

Network. Green:  Connect ion to the network is norm al. 

Red:  abnorm al connect ion to the network 

 

Tem perature Display system  tem perature, click to go to 

System  Status page as shot  cut .   

Logout 

 

Click to logout  Web Adm inist rat ion Interface. 

Language Selection 

The Thecus IP storage supports m ult iple Languages, 

including:  

• English 

• Japanese 

• Tradit ional Chinese 

• Sim plified Chinese 

• French 

• Germ an 

• I talian 

• Korean 

• Spanish     

• Russian 

• Polish 

• Portuguese 

On the m enu bar, click Language  and the select ion  list  

appears. This user interface will switch to the selected 

language for Thecus IP storage. 
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System Information 

I nform at ion provides viewing on current  Product  info, System  Status, Service 

Status and Logs. 

The m enu bar allows you to see various aspects of the Thecus IP storage. From  

here, you can discover t he status of the Thecus IP storage, and also other details.  

 

System Information 

Once you login, you will first  see the basic system  I nform at ion screen providing 

Manufacturer , Product  No. ,  Firm w are Version ,  and System  Up Tim e  

inform at ion. 

 

 

   

System  I nform at ion 

I tem  Descr ipt ion 

Manufacturer Displays the nam e of the system  m anufacturer.  

Product  No. Shows the m odel num ber of the system . 

Firm ware version Shows the current  firm ware version. 

Up t im e Displays the total run t im e of the system . 

 

System/Service Status (Refer Chapter 7 for FW v2.03.01 and after) 

From  the System  I nform at ion  m enu, choose the Status item , System  Status 
and Service Status screens appear. These screens provide basic system  and 

service status inform at ion. 

 

 

System  Status 

I tem  Descript ion 

CPU Act ivit y Displays current  CPU workload of the Thecus IP storage. 

CPU Fan Speed Displays current  CPU fan status.  
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System  Fan 1 Speed Displays current  System  fan ( left  1)  status 

System  Fan 2 Speed Displays current  System  fan ( left  2)  status 

System  Fan 3 Speed Displays current  System  fan ( left  3)  status (Depend on m odel)  

System  Fan 4 Speed Displays current  System  fan ( left  4)  status (Depend on m odel)  

CPU Tem perature Displays current  CPU Tem perature. 

System  Tem perature 1 Displays current  System  tem perature in posit ion 1  

System  Tem perature 2 Displays current  System  tem perature in posit ion 2 

System  Tem perature 3 Displays current  System  tem perature in posit ion 3 

System  Tem perature 4 Displays current  System  tem perature in posit ion 4 

System  Fan Speed Displays the current  status of the system  fan. 

Up Tim e Shows how long the system  has been up and running. 

 

Service Status 

I tem  Descr ipt ion 

AFP Status The status of the Apple Filing Protocol server. 

NFS Status The status of the Network File Service Server.  

SMB/ CIFS Status The status of the SMB/ CIFS server.  

FTP Status The status of the FTP server.  

TFTP Status The status of the TFTP server.  

Rsync Status The status of the Rsync server.  

UPnP Status The status of the UPnP service. 

SNMP The status of the SNMP service. 

 

Logs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From  the System  I nform at ion  m enu, choose the System  Logs opt ion and the 

System  Logs screen will appear. This screen shows a history of system  usage and 

im portant  events such as disk status, network inform at ion, and system  boot ing.  

 

 

Logs 

I tem  Descript ion 

Num ber of records to 

export  

This can be selected from  a dropdown list  to export  the log(s)  

as a single file.  

Export  log opt ion This can be set  to Auto Export  or Auto Delete.  

Log Type The default  logs displayed are for system  events. From  the 

dropdown list , adm inist rators can choose from  various form s 

of user access, such as AFP, Sam ba, etc.  

Note:  Users need to enable the “User Access Log”  service to 

view these details. 
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Log Level ALL:  Provides all log inform at ion including system , warning, 

and error m essages. 

INFO:  Shows inform at ion about  system  m essages. 

WARN:  Shows only warning m essages. 

ERROR:  Shows only error m essages. 

Export  Records Export  all logs to an external file. 

Delete Records Clear all log files. 

Auto Refresh Specify the auto refresh t im e interval. 

The num ber of lines per 

page □ 

Specify the desired num ber of lines to display per page. 

Sort  Ascending Shows logs by date in ascending order. 

Sort  Descending Shows logs by date in descending order. 

| < <   <   >   > > |  Use the forward (  >   > > |  )  and backward (  | < <   <  )   

but tons to browse through the log pages. 

 

Reload logs. 

 

 

 

Colum ns can also be added to display addit ional inform at ion about  each event .  
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User Access Log 

 

 
The User  Access Log  Support  sect ion allows adm inist rators to select  the desired 

protocols t o record user act ivit y for.   

User Access Log 

User Access Log 

I tem  Descr ipt ion 

User access log Enable or disable the User Access Log service.  

Folder Select  from  the dropdown list  where to store the user 

access log.  

Service Select  from  the check box which access details to 

record. 

Apply Click Apply to save changes.  

Descript ion The user access list  will record different  act ivit ies 

depending on which protocol is selected. 

1. AFP:  User login and logout .  

2. FTP:  User file delet ion, uploads/ downloads, folder 

creat ion, object  renam ing, and login and logout . 

3. iSCSI  ( if applicable) :  User login and logout . 

4. Sam ba:  User file delet ion, folder creat ion, folder 

opening, and object  reading, renam ing, and 

writ ing. 

5. SSH ( if applicable) :  User login and logout . 

 

After  the User  Access Log  Support  has been set  up and the “Apply”  but ton 

selected, all selected services will restart .   

 

To view user access details related to the selected service(s) , please go to System  

Log  and choose a service from  the “Display”  dropdown list . 
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To export  details from  the User Access Log as a single file from  target  folder, 

adm inist rators m ust  first  select  the desired num ber of records from  the dropdown 

list  and also select  the “Auto export ”  opt ion. Please choose the num ber of logs 

export  and click “Apply”  to act ivate these set t ings. 

 

 

 

Once ( for exam ple)  10,000 records have been reached, the log file will appear in 

/ NAS_public/ access_log/  

 

 

On-line Register 

From  the System  I nform at ion  m enu, choose the Online Regist rat ion  item  and 

the System  Online Regist rat ion  screen appears. The online regist rat ion service 

can periodically update the user when new firm ware and software m odules are 

released by Thecus. To enable this service, sim ply check the “Enable”  check box. 

By enabling this service, the item s in bold will be sent  to Thecus via the Internet .  
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Other than the defined item s sent  upon regist rat ion, there are also two addit ional 

item s:  “HDD Info”  and “Tim e Zone” . These two opt ional item s can also be sent  to 

Thecus anonym ously for  analysis and stat ist ics purposes. To send these item s, 

sim ply check the desired checkboxes to help Thecus im prove it s products and 

services. 

 

Syslog Management 

Generates system  log to be stored locally or rem otely, it  also can be chose to act  as 

syslog server for all other devices.  

These m essages are stored on your NAS in:  Nsync >  log>  m essages.  

I nform at ion can be obtained in two ways:  locally and rem otely. 

 
Configurat ion with syslog server:  
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Configurat ion with syslog client  and target  t o store locally:  

 

 

Configurat ion with syslog client  and target  t o store rem otely:  

 

See the following table for a detailed descript ion of each item :  

Tim e 

I tem  Descript ion 

Syslog Daem on Enable/ Disable syslog daem on. 

Syslog service I f Server has been selected then associated syslog folder will be 

used to store all system  logs from  other NAS devices which has 

assigned this system  for syslog server as well as syslog of this 

server unit . I t  can be seen from  associated syslog folder with files 

“error” , “ I nform at ion”  and “warning” .  

I f client  has been selected then “Local”  or “Rem otely”  can be 

choose.  

Target  Choose Local, all system  logs will be stored in an associated 

syslog folder filled in from  next  filed. And the syslog folder will 

have file “m essages”  to store all system  logs.  I f Rem otely has 

been selected, a syslog server is needed and an IP address is 

required.  

Syslog folder Select  from  a drop down share list , all of the system  logs will be 

stored on it . This syslog folder is applied to “syslog server”  or 

“syslog client ”  with “ local”  selected.  

Log Level The user can choose from  3 different  levels. “All” , 

“Warning/ Error”  or “Error” .  

Rem ote IP Address I nput  the syslog server IP address if choose to store syslog info 

rem otely. 
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System Monitor 

The system  m onitor is capable to m onitor system  status including CPU/ m em ory 

ut ilizat ion, fan/ tem perature status, network throughput  and on- line user list  in 

various protocols.   

 

To m onitor system  status, sim ply click on “System  Monitor”  from  the t ree m enu 

and the screen will appear as below.  

 

 

I t  is divided into 4 sect ions. Each sect ion can be m odified to m onitor specific item s 

by using the drop down list  from  the “Monitors”  tab, sim ply click on the item s you 

would like to m onitor. From  each sect ion, you can also choose to display the 

inform at ion graphically by select ing “Graphic”  or by plain text  m ode by select ing 

“Details” .  

 

 

 

I f  graphic m ode is chosen, 3 m inutes of inform at ion is displayed on the x-axis. A 

resum e of the inform at ion is displayed by dragging the m ouse over the graphic at  

a specific t im e. See exam ple below:  

NOTE 
Only 2 sect ions can be set  in graphic m ode at  
the sam e t im e.  
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For the on- line users list , system  m onitor will display the on- line users and the 

share folder they have visited.  

 

 

 

System  Monitor  

I tem  Descr ipt ion 

Save Layout  Saving selected m onitoring item s. Layout  will rem ain the 

sam e for future visits.  

Reset  Layout  Set  back to default  m onitoring set t ings and layout .  

History Click on this check box and system  m onitor will write the 

m onitoring history t o a designate path in the RAI D volum e.  

Lock Layout  All of the m onitoring item s are fixed and cannot  be 

changed. Click again to unlock it .  

I f  the History has been enabled, click on  and system  m onitor will 

display the history with different  period for  select ion.  
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System Management 
The System  Managem ent  m enu gives you a wealth of set t ings that  you can use 

to configure your Thecus IP storage system  adm inist rat ion and funct ions. You can 

set  up system  t im e, system  not ificat ions, and even upgrade firm ware from  this 

m enu. 

Time: Setting system time  

From  the t im e  m enu, choose the Tim e  item  and the Tim e  screen appears. Set  the 

desired Date ,  Tim e , and Tim e Zone .  You can also elect  t o synchronize the system  

t im e on Thecus IP storage with an NTP ( Netw ork Tim e Protocol)  Server .   

 

See the following table for a detailed descript ion of each item :  

Tim e 

I tem  Descript ion 

Date Sets the system  date. 

Tim e Sets the system  t im e. 

Tim e Zone Sets the system  t im e zone. 

NTP Service Select  Enable  to synchronize with the NTP server. 

Select  Disable to close the NTP server synchronizat ion. 

Sync with external NTP 

Server 

Select  YES to allow Thecus IP storage to synchronize with an NTP 

server of your choice.  Press Apply  to change. 

 

 

 

 

Notification configuration 

From  the m enu, choose the Not if icat ion  item , and the Not ificat ion 
Configurat ion  screen appears. This screen lets you have Thecus I P storage not ify 

you in case of any system  m alfunct ion. Press Apply  to confirm  all set t ings. See 

following table for  a detailed descript ion of each item . 

W ARNI NG 
I f  an NTP server is selected,  please make sure your Thecus IP storage has been 

setup to access the NTP server.  
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Not ificat ion Configurat ion 

I tem  Descript ion 

Beep Not ificat ion Enable or disable the system  buzzer that  beeps when a problem  

occurs. 

Em ail Not ificat ion Enable or disable em ail not ificat ions of system  problem s. 

Authent icat ion Type Select  the SMTP Server account  authent icat ion type. 

SMTP Server Specifies the hostnam e/ IP address of the SMTP server. 

Port  Specifies the port  to send outgoing not ificat ion em ails. 

SMTP Account  ID Set  the SMTP Server Em ail account  ID. 

Account  Password Enter a new password. 

Log Level Select  the log level to send the e-m ail out . 

Sender’s E-m ail 

Address 

Set  senders em ail address to send em ail not ificat ions. 

Receiver’s E-m ail 

Address (1,2,3,4)  

Add one or m ore recipient ’s em ail addresses to receive em ail 

not ificat ions. 

 

 

 

Firmware Upgrade 

From  the m enu, choose the Firm w are Upgrade  item  and the Firm w are Upgrade  

screen appears.  

 
Follow the steps below to upgrade your firm ware:   

1. Use the Brow se  but ton     to find the firm ware file. 

2. Press Apply .  

3. The buzzer will beep and the Busy LED will blink unt il the upgrade is 

com plete. 

 

 

 

NOTE 
Consult  with your mail server adm inist rator for email server 

inform at ion.  

NOTE 
•  The buzzer only beeps if it  is enabled in the System  Not if icat ion menu. 

•  Check Thecus website for the latest  f irmware release and release notes. 

•  Downgrading f irmware is not  perm it ted. 
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Schedule Power On/Off 

Using the Thecus IP storage System  Managem ent , you can save energy and m oney 

by scheduling the Thecus IP storage to turn it self on and off during certain t im es of 

the day. 

 

From  the m enu, choose the Schedule  Pow er  On/ Off  item  and the Schedule  
Pow er On/ Off  screen appears.  

 

To designate a schedule for the Thecus I P storage to turn on and off, first  enable 

the feature by checking the Enable Schedule Pow er On/ Off  checkbox.  

 

Then, sim ply choose an on and off t im e for  each day of the week.  

 

Finally, click Apply  to save your changes. 

 

 

Exam ple -  Monday: On: 8 :0 0 ; Off: 1 6 :0 0  

System  will turn on at  8: 00 AM on Monday, and off at  16: 00 on Monday. System  

will turn on for  the rest  of the week. 

 

I f you choose an on t im e, but  do not  assign an off t im e, the system  will turn on and 

rem ain on unt il a scheduled off t im e is reached, or if the unit  is shutdown m anually. 

 

Exam ple -  Monday: On: 8 :0 0  

System  will turn on at  8: 00 AM on Monday, and will not  shut  down unless powered 

down m anually. 

 

You m ay also choose two on t im es or two off t im es on a part icular day, and the 

system  will act  accordingly. 

 

Exam ple -  Monday: Off: 8 :0 0 ; Off: 1 6 :0 0  

System  will turn off at  8: 00 AM on Monday. System  will turn off at  16: 00 PM on 

Monday, if it  was on. I f t he system  was already off at  16: 00 PM on Monday, system  

will stay off.  

 

W ARNI NG 
Do not  turns off the system  dur ing the f irm ware upgrade process.  

This will lead to a catast rophic result  that  may render the system inoperable.  
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Administrator Password 

 

From  the m enu, choose the Adm inist rator  Passw ord  item  and the Change 
Adm inist rator Passw ord  screen appears. Enter a new password in the New  
Passw ord  box and confirm  your new password in the Confirm  Passw ord  box. 

Press Apply  to confirm  password changes.  
 

There is also a passw ord  to enter the OLED  set t ing that  you can setup here. Enter 

a new password in the New  Passw ord  box and confirm  your new password in the 

Confirm  Passw ord  box. Press Apply  to confirm  password changes.  

 

 

See the following table for a detailed descript ion of each item . 

Change Adm inist rator and LCD Ent ry Passw ord 

I tem  Descript ion 

New Password Type in a new adm inist rator password. 

Confirm  Password Type the new password again to confirm . 

Apply Press this to save your changes. 

 

Config Mgmt 

From  the m enu, choose the Config Mgm t  item  and the System  Configurat ion 

Dow nload/ Upload  screen appears. From  here, you can download or upload 

stored system  configurat ions.  

 

See the following table for a detailed descript ion of each item . 

System  Configurat ion Dow nload/ Upload 

I tem  Descript ion 

Download Save and export  the current  system  configurat ion. 

Upload Im port  a saved configurat ion file to overwrite the current  system 

configurat ion. 

 

 

 

 

 

 

NOTE 
Backing up your  system  configurat ion is a great  way t o ensure that  you can revert  

to a working configurat ion when you are exper iment ing with new system set t ings.  

The system configurat ion you have backed up can only be restored in the same 

firm ware version.  The backup details exclude user / group accounts.  
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Factory Default 

 

From  the m enu, choose the Factory Default  item  and the Reset  to Factory 
Default  screen appears. Press Apply  t o reset  Thecus I P storage to factory default  

set t ings.  

 

 

 

 

 

 

Reboot & Shutdown 

From  the m enu, choose Reboot  &  Shutdow n  item , and the Shutdow n/ Reboot  

System  screen appears. Press Reboot  to restart  the system  or Shutdow n  t o turn 

the system  off.  

 

 

File System Check 

The File System  Check allows you to perform  a check on the integrity of your disks’ 

file system . Under the m enu, click File system  Check  and the File System  Check  

prom pt  appears.  

 

 

To perform  a file system  check, click Apply .  

Once clicked, the following prom pt  will appear:  

W ARNI NG 
Reset t ing to factory default s will not  erase the data stored in the hard disks,  but  

WI LL revert  all the set t ings to the factory default  values.  
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Click Yes t o reboot  the system .  

               
 

Once the system  has rebooted, you will be returned to the File System  Check 
prom pt . There you will see the available RAID volum es to run the file system  check. 

Check the desired RAI D volum es and click Next  to proceed with the file system  

check. Click Reboot  t o reboot  without  running the check. 

 

 
Once you click Next , you will see the following screen:  

 

 

 

Click Start  to begin the file system  check. Click Reboot  t o reboot  the system . 

When the file system  check is running, the system  will show 20 lines of inform at ion 

unt il it  is com plete. Once com plete, the results will be shown at  the bot tom . 
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Wake-Up On LAN (WOL) 

The Thecus I P storage has the abilit y to be awoken from  sleep m ode via WAN/ LAN1 

or LAN2 port .  

 

 

From  the m enu, choose the W OL item , and the W ake- up On LAN screen appears. 

From  here, you can Enable  or Disable .  

W ake- up On LAN Configurat ion 

I tem  Descript ion 

WAN/ LAN1 Enable  or Disable  WOL service from  WAN/ LAN1 

LAN2 Enable  or Disable  WOL service from  LAN2  

Apply Click Apply  to save changes. 

 

SNMP Support 

From  the m enu, choose the SNMP item  and the SNMP Support  screen appears. 

You could enable the SNMP funct ion and filled in the related inform at ion in each 

NOTE 
The system must  be rebooted before Thecus IP storage can funct ion 

normally after f ile system  check completes.  
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fields. With the SNMP m anagem ent  software, you can get  other system ’s basic 

inform at ion.  

 

 

From  the m enu, choose the SNMP item , and the SNMP Support  screen appears. 

From  here, you can Enable  or Disable .  

 

UI Login Function 

Adjusts UI  Login Configurat ion set t ings, you can enable/ disable the Web Disk, 

Photo Server and m odules funct ions, according to your needs. 
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System Network 
Use the System  Netw ork  m enu to m ake network configurat ion set t ings to an on 

board network port  or addit ional NIC as well as DHCP and link aggregat ion. 

Networking 

From  the System  Netw ork  m enu, choose Netw ork ing ,  and the Netw ork ing 

Configurat ion  screen appears. This screen displays the network param eters of 

the global set t ing and available network connect ion. You m ay change any of these 

item s and press Apply  t o confirm  your set t ings. See a descript ion of each item  in 

the following table:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The available system  network ports are com ing from  em bedded system  ports and 

addit ional system  ports added through the reserved PCI -e slot  with associated 

com pat ible list . Therefore, the screen shown above is an exam ple of a Thecus 

N16000 with 3 on board GbE NIC and an addit ionally I ntel PRO/ 1000 PT quad port  

NI C, for a t otal of 7 NIC port s.   

 

Netw ork Configurat ion ( Global param eter)  

I tem  Descript ion 

Host  nam e Host  nam e that  ident ifies the Thecus I P storage on the network. 

Dom ain nam e Specifies the dom ain nam e of Thecus IP storage. 

WINS Server  To set  a server nam e for NetBI OS com puter.  

DNS Mode Select  the DNS server is com ing from  DHCP server or m anual input . 

A total of 3 DNS servers can be input . I f the DNS set t ing is chosen 

from  DHCP server, then it  will refer t o WAN/ LAN1 port .   

DNS Server 1,2,3 Dom ain Nam e Service (DNS)  server IP address.  
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Netw ork  Configurat ion ( NI C port )  

Link speed Display associated NIC port  link speed.  

Link status Display associated NIC port  link status.  

MAC address MAC address of the network interface. 

Jum bo Fram e Support  Enable or disable Jum bo Fram e Support  of associate  interface on your 

Thecus IP storage. 

IPv4/ IPv6 Click to enable IPv4/ IPv6 for TCP/ I P. The default  is I Pv4 enabled.  

Mode I t  can choose a stat ic IP or  Dynam ic IP. 

IP IP address of associate NI C interface. 

Netm ask/ Prefix Length I nput  netm ask for IPv4 and Prefix length for I Pv6. 

Gateway Gateway for associate NIC. 

Default  gateway I t  can be chosen from  a drop down list  of default  gateway that ’s been used 

for the Thecus IP storage.  

 

 

 

 

 

 

 

 

DHCP/RADVD 

From  the System  Netw ork  m enu, choose DHCP/ RADVD , and the 

DHCP/ RADVD Configurat ion  screen appears. This screen displays available NIC 

status. I f each NIC has been set -up to a stat ic I P, then each NI C can be configured 

to act  as DHCP/ RADVD server. 

 

 

 

 

 

W ARNI NG 
Most faster Ethernet (10/100) Switches/Routers do not support Jumbo Frame and will not be 

able to connect to your Thecus NAS after Jumbo Frame is turned on. 

NOTE 
•  Only use Jumbo Frame set t ings when operat ing in a Gigabit  environm ent  where 

all other clients have Jumbo Fram e Set t ing enabled.  

•  Proper DNS set t ing is v ital to networks serv ices,  such as SMTP and NTP. 
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DHCP/ RADVD Server Configurat ion 

A DHCP/ RADVD server can be configured to assign IP addresses ( IPv4)  or Prefix 

( IPv6)  to devices connected to the associated NIC port .  

DHCP Configurat ion 

I tem  Descript ion 

DHCP/ RADVD Service Enable or disable the DHCP/ RADVD service to autom at ically 

assign IP address to PCs connected to associate NIC interface. 

Start  IP ( IPv4)  Specifies the lower IP address of the DHCP range. 

End IP in ( IPv4)  Specifies the highest  IP address of the DHCP range. 

Default  Gateway ( IPv4)  Specifies gateway for the DHCP server service.  

DNS Server 1,2,3 ( IPv4)  Displayed the DNS server IP address. 

Prefix ( IPv6)  Specifies prefix 

Prefix Length ( I Pv6)  Specifies prefix length 

 

 

 

 

Linking Aggregation 

The Thecus IP storage supports link aggregat ion from  either on board network port  

or addit ional NIC. Sim ply click on “+ ”  as shown in the screen shot  below.  

 

 

W ARNI NG 
The IP address of associated NIC should not  be in the range of the Start  IP 

address and End IP address ( IPv4) . 
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The associated screen shot  will appear aft er  the “+ ”  is clicked.  

Select  from  available network port  then m ove over to selected box.  

 

Click “Link”  to confirm  the select ion. The newly created tab will appear for m ore 

set t ings required to com plete the link aggregat ion configurat ion.  

 

 

 

Link1  Configurat ion 

Status Specifies the network ports being used with the associated link aggregat ion.  

 

Click on          to m odify the selected network ports.  
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Jum bo Fram e Support  Enable or disable Jum bo Fram e Support  of the associated interface on your 

Thecus IP storage. 

Link Type Select  from  drop down list  for desired m ode.  

IPv4/ IPv6 Click to enable IPv4/ IPv6 for TCP/ I P. The default  is I Pv4 enabled.  

Mode I t  has to be a stat ic IP with the link aggregat ion being used. 

IP IP address of link aggregat ion. 

Netm ask/ Prefix Length I nput  netm ask for IPv4 and Prefix length for I Pv6. 

Gateway Gateway for associated link aggregat ion 

Default  gateway I t  can be chosen from  the drop down list  of default  gateway being used for 

the Thecus IP storage.  

 

Now under the networking, a “Link1”  tab will appear from  the network t it le bar.  

 

 

 

To m odify or delete LI NK1, go to Link Aggregat ion set t ing page. Click on  

to m odify the set t ings or click on   to delete this link aggregat ion. I f any 

ports are st ill available, addit ional link aggregat ion links can be created by clicking 

.  

 

Additional LAN  

Other than on-board LAN port , Thecus IP storage supports addit ional NIC to be 

added in it s available PCI -e slot . For the details of addit ional NIC support  list  please 

visit  Thecus website.  

ht tp: / / www.thecus.com / sp_com list .php 

 

Once the addit ional NIC is installed into Thecus IP storage, the “Addit ional LANx”  

will appear under the “Networking”  category. Click the associated NIC to setup the 

details. The screen shot  below shows an exam ple of an Intel PRO/ 1000 PT Quad 

port  installed thru a PCI -e slot  in the Thecus IP storage.  
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Storage Management 
The Storage  m enu displays the status of storage devices installed in the Thecus IP 

storage. I t  includes storage configurat ion opt ions such as RAID and disk set t ings, 

folder configurat ion, iSCSI  and ISO Mount .  

Disks Information (Refer Chapter 7 for FW v2.03.01 and after) 

From  the Storage  m enu, choose the Disk I nform at ion  item  and the Disk  

I nform at ion  screen appears. From  here, you can see various installed SATA/ SAS 

hard disks. A blank line indicates that  a hard disk is not  current ly installed in that  

part icular disk slot .  

 

 

 

 

 

 

Disks I nform at ion 

I tem  Descript ion 

NOTE 
•  The screen shot  below is just  an exam ple from  a Thecus IP Storage. The disk 

slots number can range from  8,  12 to 16 slots depending on the m odel of Thecus 

IP storage.  
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Disk No. I ndicates disk locat ion. 

Capacity Shows the SATA hard disk capacity. 

Model Displays the SATA hard disk m odel nam e. 

Link Displays the hard disk interface and link speed 

Firm ware Shows the SATA hard disk firm ware version. 

Status I ndicates the status of the disk.  

Bad Block scan Yes to start  scan Bad Block. 

 

S.M.A.R.T. I nform at ion 

On the Disk  I nform at ion screen, the status of each disk will be displayed in the 

Status colum n. Clicking on the OK or W arning  link will display the S.M.A.R.T 
I nform at ion window for that  part icular disk.  

 

You m ay also perform  disk SMART test  (doesn’t  apply to SAS HDD) ;  sim ply click 

“Test ”  t o start  the SMART test . The result  is only for reference and the system  will 

not  take any act ion from  its result .  

 

 

S.M.A.R.T. I nform at ion 

I tem  Descript ion 

Tray Num ber Tray the hard disk is installed in. 

Model Model nam e of the installed hard disk. 

Power ON Hours 

 

Count  of hours in power-on state. The raw value of this at t r ibute 

shows total count  of hours (or m inutes, or seconds, depending on 

m anufacturer)  in power-on state. 

Tem perature Celsius The current  tem perature of the hard disk in degrees Celsius. 

Reallocated Sector 

Count  

 

Count  of reallocated sectors. When the hard dr ive finds a 

read/ write/ verificat ion error, it  m arks this sector as "reallocated" 

and t ransfers data to a special reserved area (spare area) . 

This process is also known as rem apping and "reallocated" 

sectors are called rem aps. This is why, on a m odern hard disks, 

you cannot  see "bad blocks" while test ing the surface -  all bad 

blocks are hidden in reallocated sectors. However, the m ore 

sectors that  are reallocated, the m ore a decrease (up to 10%  or 

m ore)  can be not iced in disk read/ write speeds. 

Current  Pending 

Sector 

 

Current  count  of unstable sectors (wait ing for rem apping) . The 

raw value of this at t r ibute indicates the total num ber of sectors 

wait ing for rem apping. Later, when som e of these sectors are 

read successfully, the value is decreased. I f errors st ill occur 

when reading sectors, the hard dr ive will t ry to restore the data, 
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t ransfer it  to the reserved disk area (spare area) , and m ark this 

sector as rem apped. I f this at t r ibute value rem ains at  zero, it  

indicates that  the qualit y of the corresponding surface area is low. 

Test  Type Set  short  or long t ime to test . 

Test  Result  Result  of the test . 

Test  Tim e Total t im e of the test . 

 

 

 

 

 

Bad Block Scan 

On the Disk  I nform at ion screen, you m ay also perform  disk bad block scan, 

sim ply click “Click to start ”  to start  the scan. The result  is only for reference and the 

system  will not  take any act ion from  its result .  

 

The test ing result  will display “Click to start ”  as default  unt il the system  reboots.  

RAID Information 

From  the Storage  m enu, choose the RAI D Managem ent  item  and the RAI D 
Managem ent  screen appears.  

 

This screen lists the RAI D volum es current ly residing in the Thecus IP storage. 

From  this screen, you can get  inform at ion about  the status of your RAI D volum es, 

as well as the capacit ies allocated for  data. 

NOTE 
I f  the Reallocated Sector Count  >  32  or Current  Pending Sector  of a hard disk 

dr ive >  0 , the status of the disk will show “Warning” .  This warning is only used 

to alert  the system  adm inist rator  t hat  there are bad sectors on the disk,  and 

they should replace those disks as soon as possible.  
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RAI D I nform at ion 

I tem  Descript ion 

Master RAID The RAID volum e current ly designated as the Master RAID 

volum e. 

ID ID of the current  RAID volum e.  

NOTE: All RAI D I Ds m ust  be unique. 

RAID Level Shows the current  RAID configurat ion. 

Status I ndicates status of the RAI D. Can read either Healthy , 

Degraded , or Dam aged.  

Disks Used Hard disks used to form  the current  RAID volum e. 

Total Capacity Total capacity of the current  RAID. 

Data Capacity I ndicates the used capacity and total capacity used by user data. 

 

Create  a  RAI D  

On the RAI D I nform at ion screen, press the Create  but ton to go to the RAI D 
Volum e Creat ion screen. I n addit ion to RAID disk inform at ion and status, this 

screen lets you m ake RAID configurat ion set t ings.  

Using Create  RAI D , you can select  st r ipe size, choose which disks are RAID disks 

or the Spare Disk. .  

 

RAI D Configurat ions 

I tem  Descript ion 

Disk No. Num ber assigned to the installed hard disks. 

Capacity (MB)  Capacity of the installed hard disks. 

Model Model num ber of the installed hard disks. 

Status Status of the installed hard disks. 

Used I f this is checked, current  hard disk is aalready part  of a RAID 

volum e. 

Spare I f this is checked, current  hard disk is designated as a spare for a 

RAID volum e. 

Master RAID Check a box to designate this as the Master RAID volum e. See the 

NOTE below for m ore inform at ion. 

St r ipe Size This sets the st r ipe size to m axim ize perform ance of sequent ial 

files in a storage volum e. Keep the 64K set t ing unless you require 

a special file storage layout  in the storage volum e. A larger st r ipe 

size is bet ter for large files. 

Data Percentage The percentage of the RAI D volum e that  will be used to store 

data. 

Create Press this but ton to configure a file system  and create the RAID 
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storage volum e. 

 

To create a RAID volum e, follow the steps below:  

 

1. On the RAI D I nform at ion  screen, clicks create. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2. On the RAI D Configurat ion  screen, set  the RAID storage space as JBOD ,  

RAI D 0 ,  RAI D 1 ,  RAI D 5 ,  RAI D 6 , RAI D 1 0 , RAI D 5 0  or RAI D 6 0  

(depends on m odel)— see Appendix  B: RAI D Basics for  a detailed 

descript ion of each. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Specify a RAID ID.  

 

 

 

 

 

 

 

 

NOTE 
N8900/ N12000/ N16000 Series supports m ult iple RAID 

m odes and are capable of creat ing up to five RAID 

volum es within a single NAS system . 
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4. I f this RAID volum e is meant  to be the Master RAID volum e, t ick the Master 

RAI D  checkbox. 

 

 

 

 

 

 

 

 

 

 

5. Selected whether the RAID volum e will be encrypted or not .   

The RAID volum e can protect  data by using RAI D Volum e Encrypt ion 

funct ion to prevent  the r isk of data exposure. To act ivate this funct ion, the 

Encrypt ion  opt ion needs to be enabled while the RAID is created and 

followed by a password input  for ident ificat ion. Also, an external writable 

USB disk plugged into any USB port  on the system  is required to save the 

password you have entered while the RAID volum e is being created. See the 

screenshot  below for details.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Once the Create  but ton has been pressed with the Encrypt ion  checkbox 

enabled, the following m essage pop-up will appear for confirm at ion.  

 

After the RAID volum e has been created, you m ay rem ove the USB disk unt il 

the next  t im e the system  boots. The RAI D volum e cannot  be m ounted if the 

USB disk with the encrypt ion key isn’t  found in any system  USB port  when the 

volum e is accessed. To act ivate the encrypted volum e, plug the USB disk 

containing the encrypt ion key and into any system  USB port .  

 

NOTE I n a mult iple RAID configurat ion,  one RAID volume must  be designated as the 

Master RAID volume. The Master  RAID volume will store all installed modules. I f 

the Master RAID is changed t o another locat ion ( i.e. assigning volume 2 to be 

the Master RAID volume after volume 1 had been previously assigned) , then all 

modules must  be reinstalled. I n addit ion, all system  folders that  were contained 

on the Master RAID volume will be inv isible.  Reassigning this volume to be the 

Master RAID will make these folders v isible again.  
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We st rongly recom m ended copying the RAID volum e encrypt ion key to a safe 

place. You can find the encrypt ion key file from  the USB disk in the following 

form at :   

 

(RAID volume created date)_xxxxxx.key  

 

 

 

 

 

 

 

 

 

 

RAID volum es with encrypt ion enabled will be displayed with a key lock 

sym bol next  t o volum e ID nam e.  

 

 

6. Quick RAID — Enabled the quick RAID set t ing is going to enhance RAID 

creat ion t im e.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7. Specify a st r ipe size — 64K is the default  set t ing. 

 

8. Selected the file system  you would like to have for  this RAID volum e. The 

select ion is available from  ext3, XFS and ext4.  

 

 

 

 

 

 

 

 

 

 

 

NOTE 
With RAID volume encrypt ion enabled, the system  performance will go 

down.  

W ARNI NG 
Please keep your  USB disk in a safe place and also backup the encrypted 

key.  

There is no w ay to rescue data  back if the  key 
is lost .  

NOTE 
We recom mend using the “Quick RAID”  set t ing only if the hard disks are 

brand new or  if  no exist ing part it ions are contained.  
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9. Press Subm it  t o build the RAID storage volum e. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

10. Press “Yes”  for RAI D volum e creat ion preparat ion. Then click “Finish”  to 

start  up with RAID volum e building.  

NOTE Single volum e size supported:  

ext3  8TB 

XFS  48TB 
ext4  36TB 

 82 



 

 

 

 

 

 

 

 

RAI D Level 

You can set  the storage volum e as JBOD ,  RAI D 0 , RAI D 1 , RAI D 5 , RAI D 6 , 
RAI D 1 0 , RAI D 5 0  or RAI D 6 0  ( depending on m odel) .   

 

       Level 

 

Model 

JBOD RAID 0  RAID 1  RAID 5 RAID 6 
RAID 

10 

RAID 

50 

RAID 

60 

N12000 series         
N16000 series         
N8900 series         
N6850         

N8850         
N10850         
N7700PRO V2         

N8800PRO V2         
N7710 series         

N8810U 

series 
        

N5550         

N4510U 

series 
        

N7510         

 

RAID configurat ion is usually required only when you first  set  up the device. A brief 

descript ion of each RAI D set t ing follows:  

 

RAI D Levels 

NOTE 
Building a RAID volume m ay be t ime consum ing, depending on the size of 

hard dr ives and RAID m ode. I n general,  if  the RAID volume building process 

is up to “RAID Building” ,  then the data volume is accessible.   

W ARNI NG 
Creat ing RAID dest roys all data in t he current  RAID volume. The data will be 

unrecoverable.  
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Level Descript ion 

JBOD The storage volum e is a single HDD with no RAID support . JBOD 

requires a m inim um  of 1 disk. 

RAID 0 Provides data st r iping but  no redundancy. Im proves perform ance 

but  not  data safety. RAID 0 requires a m inim um  of 2 disks. 

RAID 1 Offers disk m irror ing. Provides twice the read rate of a single disk, 

but  sam e write rate. RAID 1 requires a m inim um  of 2 disks. 

RAID 5 Data st r iping and st r ipe error correct ion inform at ion provided. 

RAID 5 requires a m inim um  of 3 disks. RAID 5 can sustain one 

failed disk. 

RAID 6 Two independent  parit y com putat ions m ust  be used in order to 

provide protect ion against  double disk failure. Two different  

algorithm s are em ployed to achieve this purpose. RAID 6 requires 

a m inim um  of 4 disks. RAI D 6 can sustain two failed disks. 

RAID 10 RAID 10 has high reliability and high perform ance. RAID 10 is 

im plem ented as a st r iped array whose segm ents are RAID 1 

arrays. I t  has the fault  tolerance of RAID 1 and the perform ance 

of RAID 0. RAID 10 requires 4 disks. RAID 10 can sustain two 

failed disks. 

RAID 50 RAID 50 com bines the st raight  block- level st riping of RAID 0 with 

the dist r ibuted parit y of RAID 5. This is a RAID 0 array st r iped 

across RAID 5 elem ents. I t  requires at  least  6 dr ives. 

RAID 60 RAID 60 com bines the st raight  block- level st riping of RAID 0 with 

the dist r ibuted double parit y of RAID 6. That  is, a RAID 0 array 

st r iped across RAID 6 elem ents. I t  requires at  least  8 disks. 

 

 

 

Edit  RAI D 

On the RAI D I nform at ion screen, press the Edit  but ton to go to the RAI D 
I nform at ion screen.   

Using Edit  RAI D ,  you can select  RAID ID and the Spare Disk. 

 

 

W ARNI NG 
I f  the adm inist rator improperly removes a hard disk that  should not  be 

removed when RAID status is degraded, all data will be lost .  
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Rem ove RAI D  

Click to rem ove the RAI D volum e. All user data and iSCSI  created in the selected 

RAID volum e will be deleted. 

To rem ove a RAID volum e, follow the steps below:  

 

1. On the RAID List  screen, select  the RAID volume by clicking on it s radio 

but ton, and click RAI D I nform at ion to open the RAI D Configurat ion  

screen. 

 

2. On the RAI D Configurat ion  screen, click Rem ove RAI D .  

 

3. A confirm at ion screen will appear, you will have to click “Yes”  t o com plete 

the “Rem ove RAI D ”  operat ion.  
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W ARNI NG 
Remove RAID dest roys all data in t he selected RAID volume. The data will 

be unrecoverable.  
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Global Hot  Spare  

Up to 5 RAID volum es can be created per system . The global hot  spare support  can 

elim inate the redundant  disk usage in each RAI D volum e. Sim ply select  an unused 

disk from  the global hot  spare disk list  then apply to act ivate.  

 

 

 

 

 

 

Expanding a RAI D 

To expand a RAI D 1, RAID 5, or  RAID 6 volum e, follow the steps below:  

 

1. Replace one of the hard drives in the RAID volum e and allow it  to 

autom at ically rebuild. 

 

2. Once rebuilt , you can cont inue to replace any rem aining disks in the RAI D 

array.  

 

3. When you are done replacing hard drives, log on to Web Managem ent .  

Navigate to Storage>  RAI D  to open the RAI D Configurat ion screen.  

 

4. On the RAI D I nform at ion  screen, click Edit  to open the RAI D 

Configurat ion  screen. 

 

5. On the RAI D Configurat ion  screen, click Expand .  
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Migrat ing a  RAI D 

Once a RAID volum e has been created, you m ay want  to m ove it  to other physical 

drives or change the RAI D array all together. To m igrate a RAI D 1, RAID 5, RAI D 6, 

RAID50 or RAID 60 volum e, follow the steps below:  

 

1. From  the RAID Configurat ion screen, click  Migrate RAI D.  
 

2. A list  of possible RAID m igrat ion configurat ions will be listed. Select  the 

desired m igrat ion schem e and click Apply .  

 

3. The system  will begin m igrat ing the RAID volum e. 

 

 

 

 88 



 

 

 

 

 

 

 

Here is a list  of lim itat ion with RAID level m igrat ion funct ion:  

 

1. During RAID level m igrat ion, it  is not  perm it ted to reboot  or  shutdown 

system .  

2. For RAI D m igrat ion from  R1  to R5  or R1  to R6 ,  all services will restart  

and “ iSCSI ”  volum e will be in read only m ode but  read/ write of the “user 

data”  will be possible during the operat ion. 

 

 

 

 

 

 

 

 

 

NOTE 
 Migrat ing a RAID volume could take several hours t o complete 

 The RAID m igrat ion feature is available only when it  is configurable.   

NOTE 
The m igrat ion schem e below is based on Thecus IP 

Storage product ’s m axim um  possible com binat ion. 

For other m odel which supports less HDD, please 
refer to the web UI  while RAID m igrat ion operates.  
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Below is a table list ing of possible RAID m igrat ion schem es:  

  To 

From RAID 0 RAID 5 RAID 6 

RAID 

1 

 [RAID 1] HDDx2 to [RAID 5] HDDx3 

[RAID 1] HDDx2 to [RAID 5] HDDx4 

[RAID 1] HDDx2 to [RAID 5] HDDx5 

[RAID 1] HDDx2 to [RAID 5] HDDx6 

[RAID 1] HDDx2 to [RAID 5] HDDx7 

[RAID 1] HDDx2 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx3 to [RAID 5] HDDx4 

[RAID 1] HDDx3 to [RAID 5] HDDx5 

[RAID 1] HDDx3 to [RAID 5] HDDx6 

[RAID 1] HDDx3 to [RAID 5] HDDx7 

[RAID 1] HDDx3 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx4 to [RAID 5] HDDx5 

[RAID 1] HDDx4 to [RAID 5] HDDx6 

[RAID 1] HDDx4 to [RAID 5] HDDx7 

[RAID 1] HDDx4 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx5 to [RAID 5] HDDx6 

[RAID 1] HDDx5 to [RAID 5] HDDx7 

[RAID 1] HDDx5 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx6 to [RAID 5] HDDx7 

[RAID 1] HDDx6 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx7 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx2 to [RAID 6] HDDx4 

[RAID 1] HDDx2 to [RAID 6] HDDx5 

[RAID 1] HDDx2 to [RAID 6] HDDx6 

[RAID 1] HDDx2 to [RAID 6] HDDx7 

[RAID 1] HDDx2 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx3 to [RAID 6] HDDx4 

[RAID 1] HDDx3 to [RAID 6] HDDx5 

[RAID 1] HDDx3 to [RAID 6] HDDx6 

[RAID 1] HDDx3 to [RAID 6] HDDx7 

[RAID 1] HDDx3 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx4 to [RAID 6] HDDx5 

[RAID 1] HDDx4 to [RAID 6] HDDx6 

[RAID 1] HDDx4 to [RAID 6] HDDx7 

[RAID 1] HDDx4 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx5 to [RAID 6] HDDx6 

[RAID 1] HDDx5 to [RAID 6] HDDx7 

[RAID 1] HDDx5 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx6 to [RAID 6] HDDx7 

[RAID 1] HDDx6 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 1] HDDx7 to [RAID 6] HDDx8 

………………………………..HDDx16 

RAID 

5 

X [RAID 5] HDDx3 to [RAID 5] HDDx4 

[RAID 5] HDDx3 to [RAID 5] HDDx5 

[RAID 5] HDDx3 to [RAID 5] HDDx6 

[RAID 5] HDDx3 to [RAID 5] HDDx7 

[RAID 5] HDDx3 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx4 to [RAID 5] HDDx5 

[RAID 5] HDDx4 to [RAID 5] HDDx6 

[RAID 5] HDDx4 to [RAID 5] HDDx7 

[RAID 5] HDDx4 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx5 to [RAID 5] HDDx6 

[RAID 5] HDDx5 to [RAID 5] HDDx7 

[RAID 5] HDDx5 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx6 to [RAID 5] HDDx7 

[RAID 5] HDDx6 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 6] HDDx7 to [RAID 5] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx3 to [RAID 6] HDDx5 

[RAID 5] HDDx3 to [RAID 6] HDDx6 

[RAID 5] HDDx3 to [RAID 6] HDDx7 

[RAID 5] HDDx3 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx4 to [RAID 6] HDDx6 

[RAID 5] HDDx4 to [RAID 6] HDDx7 

[RAID 5] HDDx4 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx5 to [RAID 6] HDDx7 

[RAID 5] HDDx5 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 5] HDDx6 to [RAID 6] HDDx8 

………………………………..HDDx16 
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RAID 

6 

X X [RAID 6] HDDx4 to [RAID 6] HDDx5 

[RAID 6] HDDx4 to [RAID 6] HDDx6 

[RAID 6] HDDx4 to [RAID 6] HDDx7 

[RAID 6] HDDx4 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 6] HDDx5 to [RAID 6] HDDx6 

[RAID 6] HDDx5 to [RAID 6] HDDx7 

[RAID 6] HDDx5 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 6] HDDx6 to [RAID 6] HDDx7 

[RAID 6] HDDx6 to [RAID 6] HDDx8 

………………………………..HDDx16 

[RAID 6] HDDx7 to [RAID 6] HDDx8 

………………………………..HDDx16 

 

NAS Stacking 

The Thecus I P storage’s capacity can be expanded even further using the stackable 

funct ion. With it , users can expand the capacity of their network storage system s 

up to 5 other stack target  volum es which are located in different  system s. These 

can be stacked through single network access like SMB or AFP act ing as a share 

folder type. 

 

From  the m ain m enu, the stackable feature is located under “Storage” .  Please refer 

the figure below for reference.  

 

 
 

A. Add a Stack Target  Volum e   
From  the figure above, click Add  to access the stackable target  device 

configurat ion page. Please refer t o the figure below:   
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With the added stack target  you can “Enable”  or  “Disable”   the stack target  now or 

later depending on usage required.  

 

 

Next ,  input  the target  I P address of the stackable device and click the Discovery  

but ton. The system  will list  available target  volum es from  the input ted I P address. 

 

Once the volum e IP has been set , you m ay need to input  a valid user nam e and 

password to validate your access r ights. I f there is no user nam e and password 

needed to access target  volum e, then leave it  blank.  
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The Stacked Target  nam e  will becom e the network share nam e and will be 

displayed through network access such as SMB. You m ay refer t o the figure below 

to see the result . Please note the nam ing lim itat ion.  

 

 

From  the figure above, the Stacked Target  nam e  is “pm m eet ing” . The figures 

below show the result  before and after via Microsoft  Network Access when set t ings 

have been com pleted.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Stack target  with export  

share nam e “pm m eet ing”  

No Stack Target  
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The Brow seable  set t ing is the sam e m ethod used for set t ing a system  share folder. 

I t  designates whether or not  this folder will be visible through web disk. You m ay 

refer to the figure below for reference when Yes and No are selected.  

 

 

The Public set t ing will be set  the sam e way as the set t ing for the system  share 

folder associated with the ACL perm ission is. I f Public is set  t o Yes,  all users will be 

able to access it , and ACL but ton will be grayed out . I f Public is set  t o No,  the ACL 

but ton will be available in the Stack  Target  List  window.  

 

Click Apply  t o save your changes. 

 

B. Act ivate  a  Stack Target   

After your set t ings have been applied, the system  will bring you back to the Stack  
Target  List  window as shown below. There is one stack target  device that  has 

been at tached into this stack m aster.   
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With this newly at tached stack target  device, you will see the inform at ion displayed 

and also have access to several opt ions to choose from .  

 

I n general, if the at tached stack target  device has been used by another Thecus NAS 

as stack target  volum e, then the Form at  item  will be display and system  will 

recognize it  st raight  away and display it s capacity. Otherwise, the Form at  item  will 

be available and the Capacity  and Status item s will show as “N/A”  and  “Unknown 

file system”  respect ively.  

Next ,  click Form at  to proceed with form at t ing.  

After the form at  is com pleted, the stack target  volum e will be created successfully. 

You will see the volum e’s capacity and status in the Stack  Target  List  screen.  

 

C. Edit  a Stack Target  

 

To m ake any changes to a stack target , click Edit  for  the corresponding stack 

target , and the system  will bring up the following dialogue window:   
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After your changes have been m ade, click Apply  to confirm  any m odificat ions. 

Once changes are applied, the associated inform at ion will be updated on the Stack  
Target  List  window.  

 

D. Stack Target  ACL 
 

I f  the stack target  Public set t ing set  to Yes,  then the ACL but ton will be grayed out . 

However, if Public set t ing is set  to No,  then the ACL but ton will be available for 

you to setup user access perm issions for the stack target .   

 

The ACL set t ings will be exact ly the sam e as the system  folder that  you m ay have 

setup previously.  

 

 

E. Reconnect  a  Stack Target  

This is used to enable stack target  devices that  m ay have been disconnected due to 

a power outage or a disconnected network. When this happens, the Reconnect  

but ton will becom e available. To at tem pt  to reconnect  the stack target , click 

Reconnect .  
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ISO Mount 

The ISO Mount  feature is a very useful tool from  the Thecus products. With it , users 

can m ount  an ISO file and have the export  nam e display all the details from  the 

m ounted ISO file.   

 

From  the m ain m enu, t he ISO Mount  feature is located under “Storage” . Please 

refer the figure below for reference.  

 

Select  the I SO I m age Mount ing  funct ion and the ISO I m age Mount ing window 

will appear as shown here.  

 

A. Add an I SO file  
From  the figure above, select  an ISO file from  the drop down share list .  

 

After select ion, the system  will bring up the Mount  table screen for further set t ings. 
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To m ount  the new ISO file, select  one file from  the list  of files and input  the desired 

m ount ing nam e into the “Mount  as: ”  field. Click “ADD”  to confirm  the com plet ion of 

the m ount ing. I f nothing is input  in the “Mount  as”  ISO file export  nam e field, the 

system  will autom at ically give an export  nam e to the ISO file. The m ount ing name 

will then be defined by the ISO file nam e. 
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After  com plet ion, the page will display all m ounted ISO files. 

 

You can click “Unm ount ”  to elim inate a m ounted ISO file.  

 

B. Using I SO  
The m ounted ISO file will be located in the share folder of the sam e nam e as the file. 

Please refer  the screen shot  below. Here, the I SO file “Thecus 01”  wasn’t  assigned 

a m ount ing nam e, so the system  autom at ically created a folder “Thecus 01” .   
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Share Folder 

From  the Storage  m enu, choose Share Folders,  and the Shared Folder  screen 

appears. This screen allows you to create and configure folders on the Thecus IP 

storage volum e. 

 

Adding Folders 

On the Folder  screen, press the Add  but ton and the Add Folder  screen appears. 

This screen allows you to add a folder. After entering the inform at ion, press Apply  

to create new folder.   

 

 

 

 

 

Add Folder  

I tem  Descript ion 

RAID ID RAID volum e where the new folder will reside. 

Folder Nam e Enter the nam e of the folder. 

Descript ion Provide a descript ion the folder. 

Browseable Enable or disable users from  browsing the folder contents. I f Yes 

is selected, then the share folder will be browseable. 

Public Adm it  or deny public access to this folder. I f Yes is selected, then 

users do not  need to have access perm ission to write to this 

folder. When accessing a public folder via FTP, the behavior is 

sim ilar to anonym ous FTP. Anonym ous users can 

upload/ download a file to the folder, but  they cannot  delete a file 

from  the folder. 

Apply Press Apply  to create the folder. 
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Modify Folders 

On the Folder  screen, press the Edit  but ton and the Modify Folder  screen 

appears. This screen allows you to change folder inform at ion. After entering the 

inform at ion, press Apply  to save your  changes. 

 

 

 

Modify Folder 

I tem  Descript ion 

RAID ID RAID volum e where the folder will reside. 

Folder Nam e Enter the nam e of the folder. 

Descript ion Provide a descript ion the folder. 

Browseable Enable or disable users from  browsing the folder contents. This 

set t ing will only apply while access via SMB/ CIFS and web disk.  

Public Adm it  or deny public access to this folder. 

 

Rem ove Folders 

To rem ove a folder, press the Rem ove  but ton from  the specified folder row. The 

system  will confirm  folder delet ion. Press Yes to delete the folder perm anent ly or 

No to go back to the folder list . 

 

 

 

 

 

NOTE 
Folder  names are lim ited to 60 characters.  Systems running Windows 98 or  ear lier  

may not  support  f ile names longer  than 15 characters.  

W ARNI NG 
All the data stored in the folder will be deleted once the folder is deleted. 

The data will not  be recoverable.  
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NFS Share 

To allow NFS access to t he share folder, enable the NFS Service ,  and then set  up 

hosts with access r ights by clicking Add .  

 

 

 

 

 

NFS Share 

I tem  Descript ion 

Hostnam e Enter the nam e or IP address of the host  

Privilege Host  has either read only or writeable access to the folder. 

OS Support  There are two select ions available:  

• Unix /  Linux System 

• AIX (Allow source port  >  1024) 

Choose the one which best  fit s your needs. 

ID Mapping There are three select ions available:  

• Guest  system  root  account  will have full access to this 
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share ( root : root ) . 

• Guest  system  root  account  will be m apped to anonym ous 

user (nobody: nogroup)  on NAS. 

• All user on guest  system  will be m apped to anonym ous 

user (nobody: nogroup)  on NAS. 

Choose the one which best  fit s your needs. 

Sync /  Async Choose to determ ine the data “Sync”  at  once or “Async”  in 

arranged batch.  

Apply Click to save your changes. 

 

Folder and sub-folders Access Control List (ACL) 

On the Folder screen, press the ACL but ton, and the ACL set t ing  screen appears. 

This screen allows you to configure access to the specific folder and sub- folders for 

users and groups. Select  a user or  a group from  the left  hand colum n and then 

choose Deny ,  Read Only , or  W ritable  to configure their access level. Press the 

Apply  but ton to confirm  your set t ings. 

 

 

 

ACL set t ing 

I tem  Descript ion 

Deny Denies access to users or groups who are displayed in this 

colum n. 

Read Only Provides Read Only access to users or groups who are displayed 

in this colum n. 

 103 



Writable Provides Write access to users or groups who are displayed in this 

colum n. 

Recursive Enable to inherit  the access r ight  for all it s sub- folders.  

 

To configure folder access, follow the steps below:  

 

1. On the ACL screen, all network groups and users are listed in the left  hand 

colum n. Select  a group or user from  this list . 

 

2. With the group or user selected, press one of t he but tons from  the three 

access level colum ns at  the top. The group or user then appears in that  

colum n and has that  level of access to the folder.   

 

3. Cont inue select ing groups and users and assigning them  access levels using 

the colum n but tons. 

4. To rem ove a group or user from  an access level colum n, press the Rem ove   

 but ton in that  colum n. 
 

5. When you are finished, press Apply  to confirm  your ACL set t ings. 

 

 

 

 

To setup sub- folders ACL, click on “ ”  sym bol to ext ract  sub folders list  as screen 

shot  shows below. You m ay carry on with sam e steps as share level ACL set t ing.  

 

 

 

 

 

The ACL screen also allows you to search for  a part icular user.  To do this, follow the 

steps below:  

 

1. I n the blank, enter the nam e of the user you would like to find.  

 

NOTE 
I f  one user  has belonged to more than one group with different  pr iv ilege, 

then the pr ior it y  of the pr iv ilege will be as followed:    

Deny >  Read Only >  Wr itable 

NOTE 
The ACL can only be set  for  share and sub- folders level,  not  for  f iles.   
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2. From  the drop down select  the group you would like to search for the user 

in. 

 

3. Click Search .  

 

 

 

 

 

 

 

 

 

 

 

Snapshot 

SMB and enterprise Thecus IP storage system s are now capable of saving 

16 Snapshot  versions of files and folders. For Snapshot  to funct ion, a “BTRFS”  file 

system  is required.  

 

Any folder using a “BTRFS”  file system  is capable of being included in the Snapshot  

funct ion. I n the “Share Folder”  subm enu, the Snapshot  but ton is available in the 

tool bar.  

NOTE 
The system will list  up t o 1,000 users from  the chosen category. To narrow 

your search, enter a search term  in the blank provided. 
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Taking a Snapshot  
 

Click on the “Snapshot ”  but ton. The m anagem ent  screen will then appear as below 

for the associated folder.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

To m anually take a Snapshot , sim ply click “Take Snapshot ”  and the Snapshot  

history will be listed. I t  can store up to 16 versions.  

 

 
 

To locate where the Snapshot  files or folders are stored, please browse to 

\ \ System _IP\ Snapshot . Please note that  you will need to have the relevant  folder 

perm issions enabled for  your account .  

 

Besides m anual Snapshots, this feature also allows for scheduled backups. Click on 

“Schedule”  and the setup screen will appear. Check “Enable Snapshot  Schedule”  
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and select  the desired Snapshot  interval. Opt ions include Daily, Weekly, or  

Monthly.  

 

 

 

Since files and folders are lim ited to 16 Snapshots versions, the “Autom at ically 

rem ove oldest  Snapshot ”  opt ion allows for the rem oval of the oldest  version 

autom at ically once the lim it  is reached.  

 

 

Snapshot  Restore   

To restore a Snapshot , sim ply select  the desired version from  list  and click 

“Restore” .  Once the restore confirm at ion has been m ade, the selected Snapshot  

will overwrite the current  associated file or folder.  

 

The other way to restore a recorded Snapshot  version is m anually by browsing to 

the “Snapshot ”  folder via SAMBA ( \ \ System _IP\ Snapshot ) . All Snapshot  versions 

are stored here, and you can copy or paste to restore a version m anually.  

 

For exam ple, the NAS system  at  172.16.65.167 has a folder nam ed “snap”  with a 

Snapshot  version backed up. I f the user were to browse to 

\ \ 172.16.65.167\ Snapshot , the following details would be visible:   

 107 



 

 

 

 

 

 

  

 

 

 

 

 

 

Snapshot  Rem oval 
To rem ove a Snapshot ,  sim ply select  the desired version from  list  and click 

“Rem ove” . 

 

 

 

NOTE 
To access the Snapshot  folder,  a user requires the 

relevant  authent icat ion r ights. 

NOTE 
I f the Snapshot  folder is used for iSCSI  purposes, it  

can only be restored from  the WebUI  ( i.e.  through 

the Snapshot  feature)  and cannot  be done 

m anually. 
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iSCSI 

 

You m ay specify the space allocated for iSCSI . See the table below to the allowed 

iSCSI  target  num ber per system :  

 

Model N8900V 

N6850 

N5550 

N4510U series 

N7510 

N8800PRO 

N12000V 

N16000V 

N7700PRO V2 

N8800PRO V2 

N7710 series 

N8810U series 

N10850 

N8850 

N8900 

N12000 

N16000 

 

Allowed iSCSI  volum e 15 25 50 

 

 

iSCSI  Target  

 

To add iSCSI  target  volum e, click iSCSI  with associated RAI D volum e from  its drop 

down list  and select  the desired RAID volum e.  

 

iSCSI  Target  

I tem  Descript ion 

Add Click to allocate space to iSCSI  target  from  associated RAID 

volum e. 

Modify Click this to m odify the iSCSI  Target .  
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Advanced There are 3 opt ions ( iSCSI  CRC/ Checksum , Max 

Connect ions, Error Recovery Level)  These current ly allow 

the Adm in to Enable/ Disable the Thecus IP storage 

associated with the iSCSI  set t ing.  

Delete Click this to delete the iSCSI  Target .  

 

Allocat ing Space for iSCSI  Volum e 

 

 

To allocate space for  an iSCSI  target  on the current  RAID volum e, follow the steps 

below:  

 

1. Under the iSCSI  Target  List ,  select  iSCSI  Target  then click  Add .  

 The Create  iSCSI  Volum e  screen appears. 
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Create iSCSI  Volum e 

I tem  Descript ion 

iSCSI  Target  Volum e  Enable or Disable the iSCSI  Target  Volum e. 

Target  Nam e Nam e of the iSCSI  Target . This nam e will be used by the 

Stackable NAS funct ion to ident ify this export  share. 

iqn_Year Select  the current  year from  the dropdown. 

I qn_Month Select  the current  m onth from  the dropdown. 

Authent icat ion You m ay choose CHAP authent icat ion or choose None. 

Usernam e Enter a usernam e. 

Password Enter a password. 

Password Confirm  Reenter the chosen password 

Mutual CHAP With this level of securit y, the target  and the init iator 

authent icate each other.  

Usernam e Enter a usernam e. 

Password Enter a password. 

Password Confirm  Reenter the chosen password 

RAID ID ID of current  RAID volum e. 

LUN Allocat ion Two m odes can be choose from :  

Thin-provision：iSCSI  thin-provisioning shares the 

available physical capacity to m ult iple iSCSI  target  

volum es. I t  allows virtual capacity to be assigned to 

targets prior t o adding physical space when it  has run 

out .  

 

I nstant  Allocat ion:  Allocate available physical 

capacity to iSCSI  target  volum es.  

LUN Nam e Nam e of the LUN.  

Unused Unused space on current  RAID volum e. 

Allocat ion Percentage and am ount  of space allocated to iSCSI  

volum e. 
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LUN ID Specific Logic unit  ID num ber.  

iSCSI  Block size The iSCSI  block size can be set  under system  advance 

opt ion, default  is 512 Bytes. 

[  4K ]  block size while m ore than 2TB capacity will be 

configured in Windows XP. 

[  512 Bytes ]  block size for applicat ion like VMware etc. 

 

 

 

 

 

 

 

 

 

2. Enable the iSCSI  Target  Volum e  by select ing Enable .  

3. Enter a Target  Nam e . This will be used by the Stackable NAS funct ion to 

ident ify this export  share. 

4. Choose the current  year from  the Year  dropdown. 

5. Choose the current  m onth from  the Month  dropdown. 

6. Choose to enable CHAP authent icat ion or choose None .  

7. I f you’ve enabled CHAP authent icat ion, enter a usernam e  and a passw ord .  

Confirm  your chosen password be reentering it  in the Passw ord Confirm  

box. 

8. Choose Thin- Provision  or  I nstant  Allocat ion  

9. Enter a LUN Nam e .  

10. Designate the percentage to be allocated from  the Allocat ion  drag bar. 

11. When iSCSI  target  volum e has been created, t he LUN ID is configurable 

from  0 to 254 with a default  of the next  available num ber in ascending 

num erical order. The LUN ID is unique and cannot  be duplicated. 

12. Choose [  4 K ]  block size  to have iSCSI  target  volum e over 2TB barr ier or [  5 1 2  

Bytes ]  block size in some applicat ion needed.  

13. Click OK to create the iSCSI  volum e. 

 

Modify iSCSI  Volum e 

To m odify iSCSI  target  on the current  RAID volum e, follow the steps below:  

 

1. Under the iSCSI  Target  List ,  click Modify .  

 The Modify iSCSI  Volum e  screen appears. 

NOTE 
Be sure the iSCSI  target  volum e has been enabled 

or it  will not  list  out  while using Init iator to get  

associated iSCSI  target  volum es.   

NOTE 
The iSCSI  target  volum e creat ion will associate at  

least  one LUN together.  I t  can be assigned either 

“Thin-Provisioning”  or “ I nstant  Allocat ion” .  
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2. Modify your set t ings. Press ok t o change. 

 

Expand Volum e 

The iSCSI  volum e is now able to expand it s capacity from  unused space ( Instant  

Allocat ion m ode only) . From  the volum e list , sim ply select  the iSCSI  volum e you 

like to expand and click the Expand  but ton:  
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You will then see the dialog box displayed below. Drag the Expand Capacity  bar t o 

the size you want . Then press Expand  t o confirm  the operat ion.  

 

Delete Volum e 

To delete volum e on the current  RAID volum e, follow the steps below:  

 

1. Under the Volum e Allocat ion List , click Delete .  

 The Space Allocat ion screen appears. 
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2. Press YES. All data in the volum e will be rem oved. 

iSCSI Thin-Provisioning 

I f iSCSI  Thin-Provisioning is selected when creat ing an iSCSI  target  volum e, virtual 

m em ory is assigned to the target , allowing the physical m em ory to reach m axim um 

capacity and adding new disks only when needed.  

 

To setup iSCSI  thin-provisioning, sim ply select  “Thin-Provision”  m ode from  the 

“Create LUN”  set t ing screen.    

 

Next ,  allocate capacity for the iSCSI  thin-provision volum e by dragging the 

Allocat ion  bar to the desired size.  

 

After  the size has been determ ined, click OK to confirm . Now you will see the iSCSI  

thin-provisioning volume is available from  the list . Please refer t o the screenshot  

below.  
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I f  creat ing an iSCSI  target  volum e under “ I nstant  Allocat ion” , physical m em ory is 

assign to the target , being lim ited by the available m em ory. For the iSCSI  target  

volum e created under “ t hin-provisioning” , virtual m em ory is assigned to the 

volum e, which can go up to 16384GB (16TB) .  

 

Advance Option 

There are 3 available opt ions for the user to operate Thecus IP storage associated 

with iSCSI  set t ing. The details are listed in the following screenshot . I f t he opt ions 

are m odified, the system  will need to reboot  for the changes to take place.  

 

 

 

 

 

iSCSI  CRC/ Checksum  
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To enable this opt ion, the init iator can connect  with “Data digest ”  and “Header 

digest ” .  

 

Max Connect ions 

The m axim um  num ber of iSCSI  connect ions. 

 
Error  Recovery Level 

The Error Recovery Level (ERL)  is negot iated during a leading iSCSI  connect ion 

login in t radit ional iSCSI  (RFC 3720)  and iSER (RFC 5046) .  

 

ERL= 0 : Session Recovery  
ERL= 0 (Session Recovery)  is t r iggered when failures within a com m and, 

within a connect ion, and/ or within TCP occur. This causes all of the previous 

connect ions from  the failed session to be restarted on a new session by 

sending a iSCSI  Login Request  with a zero TSI HRestart  all iSCSI  connect ions 

on any failure. 

 

ERL= 1 : Digest  Failure  Recovery  

ERL= 1, only applies to t radit ional iSCSI . For iSCSI / SCTP (which has it s own 

CRC32C)  and both types of iSER ( so far) ,  handling header and data checksum  

recovery can be disabled.  

 

ERL= 2 : Connect ion Recovery  
ERL= 2, allows for both single and m ult iple com m unicat ion path sessions 

within a iSCSI  Nexus (and hence the SCSI  Nexus)  to act ively perform  

realligence/ ret ry on iSCSI  I TTs from  failed iSCSI  connect ions. ERL= 2 allows 

iSCSI  fabrics t o take advantage of recovery in all regards of t ransport  level 

fabric failures, and in a com pletely OS independent  fashion ( i.e. below the host  

OS storage stack) .   

 

 

High-Availability (N8900, N12000 series/N16000 series only) 

HA keeps your data act ive on two separate system s, Thecus Supports 

Act ive/ Passive HA — provides a fully redundant  instance of each node, which is only 

brought  online when it s associated prim ary node fails.  

 

HA setup procedure: 
HA needs two ident ica l Thecus system s ( sam e m odels and sam e hard disk slot  

installed)  which are capable for high availabilit y features. One needs to be setup as 

“Prim ary”  and the second unit  as “Secondary” , both units’ needs to have the RAID 

volum e build up prior installat ion.  
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Let ’s see an exam ple with two Thecus Units.  

1st unit :  Host  nam e:  PMA (172.16.66.25)  with JBOD RAID volum e. This unit  will be 

setup as the Prim ary server.   

 

 

 

 

 

2nd unit :  Host  nam e:  PMS (172.16.66.24)  with JBOD RAID volum e. This unit  will be 

setup as the Secondary server.  

 

W ARNI NG 
Please be not ified that  if  the  system  has been 
used as a  standalone stat ion before  and 

conta ined m ore than one RAI D volum e w ith 
data inside, once it  is used for  HA, a ll of data 
w ill be  dest royed.   
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Set t ing up the Prim ary unit  for  HA. Let ’s use the Prim ary unit  from  our 

exam ple PMA ( 1 7 2 .1 6 .6 6 .2 5 ) : 

i. Login in to web UI  of system  172.16.66.25. Then go to “High Availability”  

HA configurat ion page under the Storage category.  

ii. Click on “Enable”  radio but ton, then the set t ing page will appear.  

 

iii. Choose the server role of the system , for this exam ple, we will have this unit  

as ‘Prim ary Server” .  So “Prim ary Server”  is checked.  

W ARNI NG 
The HDD capacity of HA Secondary server  
m ust  be equal or greater  than the Pr im ary 
server  or  a  w arning m essage w ill appear .  
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iv. Choose the “Auto Failback”  opt ion, the default  is disabled. For m ore details 

about  auto failback, please refer t o the descript ion below.  

 

 

Auto Fail Back:  In legacy Heart beat  clust ers,  t he aut o fai lback opt ion would 

det ermine whet her a resource would aut omat ical ly fai l  back t o 

i t s "Act ive" node,  or remain on what ever node is serving i t  unt i l  

t hat  node fai ls,  or an administ rat or int ervenes.  The possible 

values for aut o fai lback were:  

 

on - enable aut omat ic fai lbacks 

of f  - disable aut omat ic fai lback 

 

When auto failback is off (default ) :  After the original 

act ive server is dam aged and then returned to a healthy 

state, the original standby server will rem ain act ive and 

the original act ive server will go into standby m ode. The 

servers will exchange roles.  

 

When auto failback is on:  After  the original act ive server is 

dam aged and then returned to a healthy state, the original 

standby server will go back into standby m ode and the 

original act ive server will becom e act ive again. The 

servers return to their original roles. 

 

With or without  auto failback, synchronizat ion will begin 

im m ediately without  a break in service when the dam aged 

server returns. The roles described above are assum ed 

im m ediately and do not  need to wait  for synchronizat ion. 

The virtual IP will always be m apped to the current  act ive 

server.  

 

 

v.  Fill in the “Virtual Server”  hostnam e inform at ion for  further access need. For 

this exam ple, we will use “HApm ”  for the virtual server hostnam e.  

 

vi. Fill in the “Secondary Server”  hostnam e inform at ion. For this exam ple, we 

will use “PMS”  for the secondary server hostnam e. Please m ake sure the 

associated Secondary server with the “PMS”  host  nam e has been setup.  

 

 

 

 

vii. Fill in the “Virtual IP”  inform at ion:   
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1. Please select  the network interface from  the drop down list  of physical 

connect ive available. I t  can be either on board LAN ports or addit ional 

add- in NIC, even 10G.  

2. I nput  “ I ndicate”  IP address. This “ indicate IP”  is used for the system  to 

ping out  then check whether the system  is st ill alive. So please input  an 

IP address that  is going to response properly.  

 

3. Filled in IP inform at ion for the “Virtual IP”  and “Secondary Server IP”  in 

either IPv4 or IPv6. For our exam ple we chose the “WAN/ LAN1”  for the 

connect ion interface and virtual IP 172.16.66.87. The secondary server 

IP address is 172.16.66.24 has m ent ioned earlier .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

viii. Choose the network interface for heartbeat  in between the system s. I t  can 

be selected from  the drop down list , if there is addit ional LAN card that  has 

been installed, such as 10G card, it  can be used for the heartbeat  role.  

After  insert ing the IP addresses for direct  link needed in between the 

prim ary and secondary servers, default  value will appear. Norm ally, no 

m odificat ions will be required.  

The exam ple here we will use the “Addit ional LAN4”  which is a 10G NI C to be 

used for  the heartbeat  link between the prim ary and secondary servers.  
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ix. Advance opt ions can be setup by pressing the associated but ton.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Heart  Beats Configurat ion 

I tem  Descript ion 

Keep alive t im e The keep alive direct ive sets the interval between heartbeat  

packets. I t  is specified according to the Heartbeat  t im e syntax. 

Dead t ime The dead ping direct ive is used to specify how quickly Heartbeat  

should decide that  a ping node in a cluster is dead. Set t ing this 

value too low will cause the system  to falsely declare the ping 

node dead. Set t ing it  too high will delay detect ion of 

com m unicat ion failure. 

This feature has been replaced by the m ore flexible ping 

resource agent  in Pacem aker, and should no longer be used. 

Warning t im e The warn t im e direct ive is used to specify how quickly Heartbeat  

should issue a " late heartbeat " warning. 

I nit ial dead t im e The init ial dead param eter is used to set  the t im e that  it  takes to 

declare a cluster node dead when Heartbeat  is first  started. This 

param eter generally needs to be set  to a higher value, because 

experience suggests that  it  som et im es takes operat ing system s 

m any seconds for their  com m unicat ion system s before they 

operate correct ly. 

UDP port  The udp port  direct ive specif ies which port  Heart beat  wil l  use 

for i t s UDP int ra-clust er communicat ion.  The default  value for 

t his paramet er is UDP 694 port .  

 

x.  Click “Apply” , the Prim ary server will prom pt  the m essage below and wait  

for  the “Standby”  server set t ings to be com pleted.  
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Set t ing up the Secondary unit  for HA. The secondary unit  for our exam ple 

is PMS ( 1 7 2 .1 6 .6 6 .2 4 ) : 

 

xi. Login in to the web UI  of the system  172.16.66.24 then go to “High 

Availabilit y”  HA configurat ion page under the Storage category.  

xii. Click on the “Enable”  radio but ton, the set t ing page will appear.  

  

xiii. Choose the server role of the system , for this exam ple, we will have this unit  

set  as the “Secondary Server” .  So “Secondary Server”  is checked. After,  

please fill in the associated “Prim ary Server”  I P address.  

 
xiv. Click “Detect ”  and the Secondary unit  will start  to check for the Prim ary 

server status. I f the Prim ary server has replied properly, then the m essage 

will appear as below.  

 

Please check the Prim ary Server unit . You will see an interact ive m essage 

saying to reboot  both “Prim ary”  and ‘Secondary”  server together t o 

com plete the High Availabilit y set t ings.  

 

The last  state of the Prim ary server is:  wait ing for the Secondary server as 

shown in the screen shot  below:  
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After  the Secondary server has com m unicated with Prim ary Server 

successfully, then the state will changed to:  

 

Click “Yes”  t o reboot  both Prim ary and Secondary server.  

I f the com m unicat ion has failed then you will see an error m essage as below.  

 

 

Condit ions in w hich the secondary server w ill t ake over  to play the role as 

Act ive: 

1. Prim ary server RAI D is dam aged 

2. Loss of the prim ary server ’s data port  connect ion 

3. Prim ary server goes down for any other reason 

 

When the prim ary server encounters the above-m ent ioned situat ions, the 

secondary server (PMS)  will im m ediately take over to play the role as act ive. The 

secondary server 's system  log will show "HA changed to act ive, get t ing resources", 

and "Healthy:  The RAID [ HA]  on system  [ PMS]  is healthy now."  
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At  this t im e, the virtual IP address will be m apped to the PMS system  because it  is 

in an act ive state. 

 

HA Ready: 
After both Prim ary and Secondary system s has rebooted, the HA link status and the 

HA RAID volum e can be seen from  the HA status page.  

 

Please note, it  will take 1~ 2 m inutes to com plete the prim ary and secondary 

servers’ role played. I f both servers are displayed as standby, please wait  for the 

system s to synchronize with each other.   

 

From  the HA Prim ary server “PMA (172.16.66.25) ”  it  will denote the role of “Act ive”  

and for  the “PMS (172.16.66.24) ” , it  will show the role as Standby.  

 

The HA RAID volum e status can be found as shown in the screen shot  below. 

 

The user can access this newly create HA system  by it s virtual IP. Using widows, the 

user can sim ply input  172.16.64.87 or HApm  in the navigat ion bar then the 

available share files will be listed as below:  
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HA Recovery: 

 

I f one of the HA m em ber is down and need to be recovered, sim ply go to the RAID 

m anagem ent  page and the “HA Recovery”  icon will be available.  

Click on the “HA Recovery”  icon, then the system  will prom pt  a box to inquire about  

the Act ive server heartbeat  link IP address. After input t ing the I P address and 

pressing Apply, the unit  will be recovered fully.  

  

Another circum stance where HA recovery m ight  be needed is when the HA but ton 

has been enable but  the system  detected a previously exist ing HA configurat ion. 

Then the screen will prom pt  the m essage box as shown below:  
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I f  the other HA m em ber is running sm oothly, please choose “Recovery HA”  to 

com plete HA recovery. Or select  “No, cont inue”  to let  both HA m em bers has they 

are.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

User and Group Authentication 
The Thecus IP storage has built - in user database that  allows adm inist rators to 

m anage user access using different  group policies. From  the User  and Group 
Authent icat ion  m enu, you can create, m odify, and delete users, and assign them 

to groups that  you designate. 

 

ADS/NT Support 

I f  you have a Windows Act ive Directory Server (ADS)  or Windows NT server to 

handle the dom ain security in your network, you can sim ply enable the ADS/ NT 

support  feature;  the Thecus IP storage will connect  with the ADS/ NT server and get  

all the inform at ion of the dom ain users and groups autom at ically. From  the 

Accounts m enu, choose Authent icat ion  item  and the ADS/ NT Support  screen 

appears. You can change any of these item s and press Apply  to confirm  your 

set t ings. 

 

 
A descript ion of each item  follows:  

ADS/ NT Support  

W ARNI NG 
I f  there are t ransfers in progress w hen the 
Prim ary server  encounters problem s and the 
Secondary server  becom es act ive, the  session 

w ill be  stopped. Please contact  your netw ork 
adm inist rator to determ ine w hether or not  
your  t ransfers w ere com pleted. 
 

W ARNI NG 
W hen the or iginal pr im ary server  re joins the 
HA environm ent , it  w ill be  updated w ith the 

new er  data  from  the secondary server to 
synchronize  for  HA. Please be aw are that  the 

data on the original prim ary server  w ill be 
replaced by the data  from  the secondary 
server. 
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I tem  Descript ion 

Work Group /  Dom ain 

Nam e 

Specifies the SMB/ CI FS Work Group /  ADS Dom ain Nam e (e.g. 

MYGROUP) . 

ADS Support  Select  Disable to disable authent icat ion through Windows Act ive 

Directory Server. 

ADS Server Nam e Specifies the ADS server nam e (e.g. adservernam e) . 

ADS Realm  Specifies the ADS realm  (e.g. exam ple.com ) . 

Adm inist rator ID Enter the adm inist rators ID of Windows Act ive Directory, which is 

required for Thecus I P storage to join dom ain. 

Adm inist rator 

Password 

Enter the ADS Adm inist rator password. 

Apply To save your set t ings. 

 

 

To join an AD dom ain, you can refer to 

the figure here and use the exam ple 

below to configure the Thecus I P 

storage for associated filed input :  

 

 

 

 

 

 

 

 

 

 

 

 

AD Dom ain Exam ple  

I tem  I nform at ion 

Work Group /  Dom ain 

Nam e 

domain 

ADS Support  Enable 

ADS Server Nam e Computer1 

ADS Realm  Domain.local 

Adm inist rator ID Administrator 

Adm inist rator 

Password 

*********** 

 

 

 

 

 

 

 

NOTE •  The DNS server specif ied in the WAN/ LAN1 configurat ion page should be 

able to correct ly resolve the ADS server name. 

•  The t ime zone set t ing between Thecus IP storage and ADS should be 

ident ical.  

•  The system t ime difference between Thecus IP storage and ADS should 

be less than five m inutes.  

•  The Adm inist rator Password f ield is for the password of ADS (Act ive 

Directory Server )  not  Thecus IP storage. 
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Local User Configuration 

From  the Accounts m enu, choose the User  item , and the Local User  

Configurat ion screen appears. This screen allows you to Add , Edit , and Rem ove 
local users.  

 

 

Local User Configurat ion 

I tem  Descript ion 

Add Press the Add but ton to add a user to the list  of local users. 

Edit  Press the Edit  but ton to modify a local user. 

Rem ove Press the Rem ove  but ton to delete a selected user from  the 

system . 

 

Add Users 

1. Click on the Add  but ton on Local User Configurat ion  screen, and Local 
User Set t ing  screen appears. 

 

2. On the Local User  Set t ing  screen, enter a nam e in the User  Nam e  box. 

 

3. Enter a User  I D  num ber or leave blank to use the system  default  value.  

 

4. Enter a password in the Passw ord  box and re-enter the password in the 

Confirm  box. 

 

5. Select  which group the user will belong to. Group Mem bers is a list  of 

groups this user belongs to. Group List  is a list  of groups this user does not  

belong to. Use the < <  or > >  but tons to have this user j oin or leave a group. 

 

6. Press the Apply  but ton and the user is created. 
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Edit  Users 

 

1. Select  an exist ing user from  the Local User Configurat ion  screen. 

 

2. Click on the Edit  but ton, and the Local User  Set t ing  screen appears. 

 

3. From  here, you can enter a new password and re-enter to confirm , or use 

the < <  or > >  but tons to have this user j oin or leave a group. Click the 

Apply  but ton to save your changes. 

 

 

Rem ove Users 

 

1. Select  an exist ing user from  the Local User Configurat ion  screen. 

 

2. Click on Rem ove  but ton and the user is deleted from  the system . 

 

NOTE All users are automat ically assigned to the ‘users’ group. 
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Local Group Configuration 

From  the Accounts m enu, choose the Group  item , and the Local Group 

Configurat ion  screen appears. This screen allows you to Add , Edit , and Rem ove 
local groups. 

 

Local Group Configurat ion 

I tem  Descript ion 

Add Press the Add but ton to add a user to the list  of local groups. 

Edit  Press the Edit  but ton to m odify a selected group from  the system . 

Rem ove Press the Rem ove but ton to delete a selected group from  the 

system . 

 

Add Groups 

1. On the Local Group Configurat ion  screen, click on the Add  but ton.  

2. The Local Group Set t ing  screen appears. 

3. Enter a Group Nam e .  

4. Enter a Group I D  num ber. I f left  blank, the system  will autom at ically assign 

one. 
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5. Select  users to be in this group from  the Users List  by adding them  to the 

Mem bers List  using the < <  but ton.  

6. Click the Apply  but ton to save your changes.  

 

 

Edit  Groups 

 

1. On the Local Group Configurat ion  screen, select  a group nam e from  the 

list . 

2. Press the Edit  but ton to m odify the m em bers in a group. 

3. To add a user into a group, select  the user from  the Users List ,  and press 

the < <  but ton to m ove the user into the Mem bers List .  

4. To rem ove a user from  a group, select  the user from  Mem bers List ,  and 

press the > >  but ton. 

5. Click the Apply  but ton to save your changes. 

 

 

Rem ove Groups 

 

1. On the Local Group Configurat ion  screen, select  a group nam e from  the 

list . 

2. Press Rem ove  t o delete the group from  the system . 
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Batch Users and Groups Creation 

The Thecus IP storage can also add users and groups in batch m ode. This enables 

you to convenient ly add num erous users and groups autom at ically by im port ing a 

sim ple com m a-separated plain text  ( * .t xt )  file.  

 

From  the Accounts m enu, click Batch I nput  and the Batch User  and Group 
Crat ion  dialogue will appear. To im port  your list  of users and groups, follow these 

steps:  

 

1. Click the Brow se icon to locate your com m a-separated text  file. 

The inform at ion in the text  file should follow this form at :   

 

[USERNAME], [PASSWORD], [GROUP] 

 

2. Click Open .  

3. Click I m port  to begin the user list  im port . 
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User Quota 

The Thecus IP storage support  local or AD users with storage quota lim itat ions in 

each RAID volum e of the system . To enable this funct ion, sim ply click “Enable” , 

then apply.  

 

 

Next ,  each user can be setup a global storage quota size for each RAI D volum e. 

Sim ply click on “Quota Size”  for each user and input  the desired capacity. After  the 

setup is com plete, please click on “Apply”  to act ivate the user quota size.  

 

 

User and Group Backup 

 

The user and group backup feature allow system  users and groups to be backed up 

to another locat ion and be restored if needed.  

 

Please note, when restoring previous backup users and groups, the current  users 

and groups list  will be replaced from  this restore file’s contents.  

 

 

 

 134 



 

LDAP Support 

The LDAP is the other way to authent icate login users who has joined LDAP server, 

fill in the LDAP server inform at ion and get  LDAP authent icat ion started. Please 

m ake sure that  the LDAP server has a Sam ba sam  and  a POSIX Obj ectClass 

account .   

 

 

A descript ion of each item  follows:  

LDAP Support  

I tem  Descript ion 

LDAP Service Enable  or Disable  LDAP service. 

LDAP Server I P I nput  LDAP server I P address. 

Base Dom ain I nput  base dom ain inform at ion ex. dc= tuned, dc= com , dc= tw 

Manager I nput  m anager’s nam e.  

Password I nput  m anager’s password 

Apply Click Apply  to save your changes. 

Check ObjectClass Click this checkbox to ensure LDAP server  has a Sam ba sam  and 

a POSIX account  or it  m ay not  work properly for LDAP client  

authent icat ion.  

 

Network Service 
Use the Netw ork  Service m enu to m ake network service support  set t ings. 

Samba / CIFS 

There are opt ions allow Adm in to Enable/ Disable to operate Thecus IP storage 

associated with Sam ba /  CIFS protocol. With the opt ion changed, it  will need to 

reboot  system  to act ivate.  
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Sam ba Service                                                                 

Used for let t ing the operat ing system  of UNIX series and SMB/ CIFS of Microsoft  

Windows operat ing system  (Server Message Block /  Com m on Internet  File 

System ) .Do the link in network protocol. Enable or Disable SMB/ CIFS protocol for 

Windows, Apple, Unix drive m apping. 

 

 

 

 

 

File Access Cache  

File Access Cache is default  Enable .  This opt ion will help to increase the 

perform ance while single client  access share folder in writ ing under SMB/ CIFS 

protocol.  

 

Sam ba Anonym ous Login Authent icat ion 

To enable this opt ion, no m at ter there is share folder has been created in public 

access. The user account  and password is needed from  system  to access under 

SMB/ CIFS protocol. On the other hand, no m ore anonym ous login is allowed.  

 

Sam ba is Nat ive  m ode 

The Thecus I P storage is supported Sam ba m ode opt ions. I n the ADS environm ent  

with “Nat ive”  m ode selected then Thecus IP storage is capable to becom e local 

m aster posit ion.  

 

Opt im ize Block Size  

This funct ion cont rols the behavior of Sam ba when report ing available disk space. 

This funct ion was added to allow advanced adm inist rators to increase block size to 

increase write perform ance without  re- com piling the code.  

 

     Disabled=  4k  Enabled= 256k 
 

Server Signing 

This is set t ing while Sam ba server has been used in US of FDCC. I f the system  has 

used only in Windows environm ent  choose “Mandatory”  otherwise “Auto” .    

 

NOTE 
•  I n some environments,  due t o secur ity  concerns,  you may wish t o 

disable SMB/ CI FS as a precaut ion against  computer v iruses.  
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UNI X Extension 

The default  is enable for  Sam ba usage, with situat ion using Mac OSX with sm b 

connect ion m ay have perm ission issue. When it  happened, please setup “UNIX 

Extension”  disable to get  issue solved.  

 

 

 

Sam ba Recycle  Bin 

The Thecus IP storage is supported recycle bin via SMB/ CIFS protocol.  

 

Sim ply enable the “Recycle Bin”  funct ion and “Recycle Folder Display”  then all of 

deleted files/ folders will reside in the “_NAS_Recycle_(Associated RDID Volum e) ”  

share folder.   

 

 

For exam ple, the system  has created 2 RAID volum es with ID “RAIDpm ”  and ‘RAID” . 

Then it  will have 2 recycle bin folder appear as “ _NAS_Recycle_RAI D”  and 

“_NAS_Recycle_RAIDpm ” . 
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There are 2 m ore set t ing could help to m anage the recycle bin for deleted 

folders/ files.  

1. Setup the  “Day”  t o rem ove deleted folders/ files which has resided in recycle 

bin perm anent ly. Left  default  value “0”  if desired to clean up recycle bin 

m anually.  

2. Setup the “Size”  for  recycle bin to allow deleted folders/ files can store. Left  

default  value “0”  with no lim itat ion.  

 

 

 

 

 

 

AFP (Apple Network Setup) 

From  the System  Netw ork  m enu, choose the AFP item , and the AFP Support  

screen appears. This screen displays the configurat ion item s for the Apple Filing 

Protocol. You can change any of these item s and press Apply  to confirm  your 

set t ings. 

 

A descript ion of each item  follows:  

Apple Netw ork Configurat ion 

I tem  Descript ion 

AFP Server  Enable or disable Apple File Service to use the Thecus IP storage 

with MAC OS-based system s. 

MAC CHARSET Specifies the code page from  the drop down list . 

Zone Specifies Zone for Applet  Talk service. 

I f your AppleTalk network uses extended networks and is 

assigned with m ult iple zones, assign a zone nam e to the Thecus 

IP storage. I f you do not  want  to assign a network zone, enter an 

NOTE 
•  The deleted f iles/ folders which have resided in recycle bin will keep it s 

perm ission.  On the other hand, only the adm in and owner can 

v iew/ read/ wr ite these folders/ f iles.  

•  I f deleted single f ile size is large t han 2GB then it  won’t  reside in the 

recycle bin but  erase permanent ly.  
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asterisk ( * )  to use the default  set t ing. 

Tim e Machine Click the enable checked box if you would like your MAC system  to 

use the Thecus IP storage as MAC t im e m achine backup. 

Tim e Machine backup 

folder 

Select  from  the drop down list  to designate the folder for t im e 

m achine backup dest inat ion. 

NFS Setup 

From  the System  Netw ork  m enu, choose the NFS item , and the NFS Support  

screen appears. The Thecus IP storage can act  as an NFS server, enabling users to 

download and upload files with their favorite NFS clients. Press Apply  to confirm  

your set t ings.  

 
 

A descript ion of each item  follows:  

NFS Server Set t ing 

I tem  Descript ion 

NFS Enable  or Disable  NFS support . 

Apply Click Apply  to save your changes. 

 

FTP  

The Thecus IP storage can act  as an FTP server,  enabling users to download and 

upload files with their favorite FTP program s. From  the System  Netw ork  m enu, 

choose the FTP item , and the FTP screen appears. You can change any of these 

item s and press Apply  t o confirm  your set t ings.  

 

A descript ion of each item  follows:  

FTP 

I tem  Descript ion 

FTP Enables FTP Service on the Thecus I P storage. 
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Securit y FTP Enable or disable Securit y FTP, be sure the client  FTP software 

has also securit y FTP set t ing enabled.  

Port  Specifies the port  num ber of an incom ing connect ion on a 

non-standard port . 

External IP I nput  the public IP address of the router when the Thecus secure 

FTP server has been enabled. This can help to respond to the ftp 

client  with proper com m unicat ion inform at ion. 

Passive Port  Range 

(30000-32000) 

Lim ited port  range for the FTP server to use. 

FTP ENCODE I f your  FTP client  or operat ing system  does not  support  Unicode 

(e.g. Windows®  95/ 98/ ME or MAC OS9/ 8) , select  the sam e 

encoding as your OS here in order to properly view the files and 

director ies on the server. Available opt ions are BIG5, HZ, 

GB2312, GB18030, ISO, EUC-JP, SHIFT-JIS and UTF-8. 

Allow Anonym ous FTP 

Access 

Upload/ Dow nload: Allow anonym ous FTP users to upload or 

download files to/ from  public folders. 

Dow nload: Allow anonym ous FTP users to download files from  

public folders. 

No access: Block anonym ous FTP user access. 

Auto Renam e I f checked, the system  will autom at ically renam e files that  are 

uploaded with a duplicate file nam e. The renam ing schem e is 

[filename].#, where # represents an integer.  

Upload Bandwidth You m ay set  the m axim um  bandwidth allocated for file uploads. 

Select ions include Unlim ited, 1  ~  3 2  MB/ s. 

Download Bandwidth You m ay set  the m axim um  bandwidth allocated for file 

downloads. Select ions include Unlim ited, 1  ~  3 2  MB/ s. 

 

To access the share folder on the Thecus I P storage, use the appropriate user login 

and password set  up on the Users page. Access cont rol to each share folder is set  

up on the ACL page (Storage Managem ent  >  Share Folder  >  ACL) .  

 

TFTP 

Thecus IP storage can act  as a TFTP server, enabling users to download and upload 

files with their favorite TFTP program s. From  the System  Netw ork  m enu, choose 

the TFTP item , and the TFTP screen appears. You can change any of these item s 

and press Apply  to confirm  your set t ings.  

 

A descript ion of each item  follows:  

TFTP 
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I tem  Descript ion 

TFTP Enables TFTP Service on t he Thecus I P storage. 

IP Checked WAN/ LAN1 or LAN2 to enable port  use 

Port  Specifies the port  num ber of an incom ing connect ion on a 

non-standard port . 

Share Folder Select  the file stored folder, it  cannot  be em pty.  

Folder Permission Select  the folder perm ission 

 

WebService  

From  the Netw ork Service  m enu, choose the W ebService  item , and the 

W ebService Support  screen appears. This screen displays the service support  

param eters of the system . You can change any of these item s and press Apply  to 

confirm  your set t ings.  

  
A descript ion of each item  follows:  

W eb Service 

I tem  Descript ion 

HTTP (WebDisk)  Support  Enable or disable WebDisk support . Enter the port  num ber if 

this opt ion is enabled. The port  num ber is default  80.  

HTTPs (Secure WebDisk)  

Support  

Enable or disable secure WebDisk support . Enter the port  if 

this opt ion is enabled. 

Cert ificate Type Select  “User”  if there is available Cert ificat ion ID ex. Apply 

from  VeriSign. Or using system  default  by select  “System ” . 

Cert ificate File Upload Cert ificate File if choose Cert ificate type “User” .  

Cert ificate Key File Upload Cert ificate Key File if choose Cert ificate type “User” .  

CA Cert ificate File Upload CA Cert ificate File if choose Cert ificate type “User” .  

Restore All SSL Cert ificate 

Files 

Click to set  back to default  cert ificat ion details.  

Apply Click “Apply”  to confirm  the changes. 

 

 

 

UPnP 

This device supports UPnP Media server, which allows users to play m edia files with 

UPnP client  (ex. DMA devices) . Enable or disable Universal Plug and Play protocol.  

UPnP helps to find the I P address of Thecus IP storage. 

NOTE 
•  Disable HTTP support  and Enable Secure HTTP support  t o guarantee 

secure access.  
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Bonjour Setting 

Bonjour,  is Apple Inc. 's t rade nam e for it s im plem entat ion of Zeroconf, a service 

discovery protocol. Bonjour locates devices such as printers, as well as other 

com puters, and the services that  those devices offer on a local network using 

m ult icast  Dom ain Nam e System  service records. This definit ive guide walks you 

through Bonjour zero- configurat ion networking with a com plete descript ion of the 

protocols and technologies used to create Bonjour enabled applicat ions and 

devices. 

 

 

SSH 

The device is now SSH protocol supported. I t  allows user to use SSH and have 

console to m anipulate as needed. The SSH default  login user nam e is “ root ”  with 

full privilege and password is adm in’s password. The default  admin password is 

“adm in”  so once the adm in password has changed then SSH login need to change 

the password too.  

 

A descript ion for each item  as following:  

SSH 
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I tem  Descript ion 

SSH Service Enable or disable SSH service.   

Port  The port  num ber is default  22. 

SFTP Enable or disable SFTP protocol under SSH service. 

Apply Click “Apply”  to confirm  the changes. 

 

 

 

DDNS 

To set  up a server on the Internet  and enable the users to connect  t o it  easily, a 

fixed and easy- to rem em ber host  nam e is often required. However, if the ISP 

provides only dynam ic I P address, the IP address of the server will change from  

t im e to t im e and is difficult  to recall. You can enable the DDNS service to solve the 

problem . 

After  enabling the DDNS service of the NAS, whenever the NAS restart s or the IP 

address is changed, the NAS will not ify the DDNS provider im m ediately to record 

the new IP address. When the user t r ies to connect  to the NAS by the host  nam e, 

the DDNS will t ransfer t he recorded I P address to the user.  

The NAS supports the DDNS providers:   

DyDNS.org(Dynam ic DNS) ,DyDNS.org(Custom  DNS) ,DyDNS.org(Stat ic DNS) , 

www.zoneedit .com ,www.no- ip.com . 

 

A descript ion for each item  as following:  

DDNS 

I tem  Descript ion 

DDNS Service Enable or disable DDNS service.   

Register Choose the service provider from  the drop down list  

User nam e Input  user nam e with DDNS regist ry. 

Password I nput  password with DDNS regist ry. 

Dom ain nam e Input  dom ain nam e with DDNS regist ry.  

Apply Click “Apply”  to confirm  the changes. 
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UPnP Port Management 

One of the m ost  convent  way to allow users to access required services such as FTP, 

SSH, web disk and ht tp etc.  from  Internet  environm ent  is set t ing UPnP port  

m anagem ent .   

 

To set  up this UPnP port  forwarding feature, please be sure that  the router has 

“UPnP Service”  Enabled. The following is an exam ple from  one of the router 

m anufacture with UPnP Configurat ion page.  

 

 

 

After  the router has enabled “UPnP Service”  then you will have inform at ion com e 

from  associated router to UPnP port  m anagem ent  as shown in the screen shot  

below.  
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And click “Add Rule”  to add m ore port  m apping from  Internet  t o access desired 

services or press “Refresh”  to get  m ost  updated list .  

 

A descript ion for each item  as following:  

UPnP Port  Managem ent  

I tem  Descript ion 

Start  port  Specific port  num ber starts with.   

End port  Specific port  num ber ended 

Protocol Choose the protocol for port  forwarding needed. 

Descript ion Specific the port  services if applicable. 

Apply Click “Apply”  to confirm  the changes. 

Cancel Click “Cancel”  to abort  the changes 

 

 

 

 

 

Application Server 
The Thecus IP storage supports build- in applicat ion such as iTunes server. The 

Thecus IP storage provides act ivat ion of the iTunes Server on the device. You will 

be able to play m usic files on this device with your iTunes client  software direct ly. 

The following sect ion shows you how. 

 

W ARNI NG 
Som e of the routers do not  a llow  the input  of 
port  num ber  below  1 0 2 4 . So it  m ay have 
resulted “set t ing fa ils”.  
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iTunes® Server 

With the built - in iTunes server capabilit y, Thecus IP storage enables digital m usic 

to be shared and played anywhere on the network!   

 

From  the Netw ork  m enu, choose the iTunes item , and the iTunes 

Configurat ion  screen appears. You m ay enable or disable the iTunes Service from  

here. Once enabled, enter the proper inform at ion for each field and press Apply  to 

save your changes.  

 
See the following table for a detailed descript ion of each field:   

 

iTunes Configurat ion 

I tem  Descript ion 

iTunes Service Enable or disable the iTunes Service. 

iTunes Server Nam e Nam e used to ident ify Thecus IP storage to iTunes clients. 

Password Enter a password to cont rol access to your iTunes m usic. 

Rescan I nterval Rescan interval in seconds. 

MP3 Tag Encode Specify tag encoding for MP3 files stored in Thecus IP storage. All 

ID3 tags will be sent  out  in UTF-8 form at . 

Once the iTunes service is enabled, Thecus I P storage will m ake all m usic located in 

the Music folder available for iTunes-equipped com puters on the network. 

Module Installation 

From  the login page, other than adm in, web disk and Piczza (Photo server)  the 

m odule icon is a newly added feature for  this FW release. After  a m odule has been 

installed, a new opt ion will be available to “Show in Login” .  

I f this opt ion is enabled then, when login to the system , the m odule icon will be 

available for  all valid users to login through.  
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Auto Module Installation 

Choose the Auto Module I nsta llat ion  item  and the available  system  Module  

screen appears. The default  for this m odule list  is located online. So if the Thecus IP 

storage is capable to connect  to I nternet , then it  will autom at ically link to the 

Thecus official website and list  the available m odules. Please refer the screen shot  

below.  

 

 

Another way to have auto m odule installed is to use the universal CD shipped with 

system . I t  contains a file “m odules.zip”  which included all the m odules available 

when the system  was shipped. Please refer the screenshot  below.  

 

 

 NOTE 
The on- line modules list  from  the Thecus website will be newer 

then than “ thecus.zip”  from the shipped CD. The installat ions 

performed from the Thecus website could have unpredictable 

durat ion due to bandwidth concern.  
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Auto Module Source List  

I tem  Descript ion 

I nstalled Status of m odule 

Nam e Module nam e 

Version The version of the released m odule 

Descript ion The descript ion of the m odule  

Locat ion The m odule is either located on- line or disk 

Docum ent  The available docum entat ion of the m odule 

Act ion To install or delete m odule. 

p.s. I f the m odule list  from  on- line, then no delete opt ion will 

be available 

Rescan Click to rescan from  both on- line and disk 

 

 

 

 

 

 

 

 

 

 

After  clicking on “Act ion”  to install a m odule, the m odule will becom e available 

under the list  of Module Installat ion. Please go to Module installat ion and click 

“Enable”  to act ivate the m odule.  

 

Backup 
There are a num ber of ways to back up data with the Thecus IP storage.  

 

Dual DOM (N12000 series/N16000 series/N8900 series only) 

The unique Dual DOM feature can now perform  “Auto Repair” . The Thecus NAS will 

backup up to five versions of the system  configurat ion either by the default  t im ing 

of 1: 00am  every day autom at ically or as scheduled by the user.  

  

This unique “Auto Repair”  will be t r iggered if the prim ary DOM has a boot ing issue. 

I n this instance, the 2nd DOM will take over the boot  funct ion. Then, the system  will 

autom at ically load the m ost  recent  system  configurat ion backup im age to repair 

the prim ary DOM.  
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Rsync Target Server 

  

When it  com es to backing up your data, it ’s very im portant  to have flexibilit y. Data 

guard provides you with m any opt ions, including full backup for all shares, custom  

backup for selected shares and iSCSI  volum e backup. Being based on the Linux 

operat ing system , it  is also m uch m ore stable and experiences m uch less frequent  

data loss during t ransfer than other rem ote backup system s. 

 

-For this tutorial you will need to use Rsync Target  Server (Step 1)  and Data Guard 

(Step 2+ 3)  under Backup for  this client / server backup feature. I t  also can be 

nam ed for funct ion “Rem ote Replicat ion” .  

 

Step 1  –  Enabling Rsync on your  target  ( backup)  NAS 

-Log in to your target  (backup)  NAS through the UI  in your web browser 

-Go to Rsync Target  Server under Backup in the m enu of the UI  

 149 



 

 

1. Enable Rsync Target  Server  

2. Add a usernam e  and passw ord  ( they can be different  than your NAS’s 

usernam e and password)  

3. Select  Apply  

 

 

 

 

 

 

Now Rsync is turned on your NAS, which m eans it  can be used as a target  for  Rsync 

backup, in other words, only the backup NAS needs to be act ivated in this way. 

 

Data Guard (Remote Backup) 

Step 2  –  Set t ing up your backup task and schedule on your  source NAS 

-Log in to your other NAS (your source NAS)  through the UI  in your web browser 

-Go to Data Guard under Backup  in the m enu of the UI  

 

-From  the Data Guard  funct ion list , choose Add 

 

 

Rem ote Data backup 

I tem  Descript ion 

Add Add new task. 

Edit  Edit  select  task.  

Rem ove Rem ove select  task 

Start  I f associated task has been setup in schedule and like to 

start  at  once, click on to start  task r ight  away.  

Stop Stop the associated running task. The other scenario is if a 

task has been setup in real- t im e then clicking “Stop”  can 

term inate the running process. Sim ple click ‘Start ”  to 

NOTE 
•  You will need this user  name and password while the data is going t o 

remotely backup to this Rsync target  server.  
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re-start  the real- t im e operat ion.  

Restore Restore the associated task 

Log Click to view the associated task in process details.  

Restore NAS Configurat ion Click to restore system  configurat ion from  selected 

dest inat ion to source unit . More details will describe in 

sect ions.  

The data backup setup wizard appears as below, click on ‘Rem ote Backup” :  

 

Then 3 different  select ions appear and can be chosen from :  

 

Rem ote Data backup 

I tem  Descript ion 

Full Backup The “Full backup”  will have all shares from  source backup to 
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dest inat ion. I t  could also create shares autom at ically from  

dest inat ion if it  is not  existent . This only applies if the target  

server is the sam e m odel as the source.  

Custom  Backup The “Custom  backup”  allows user to choose desired shares 

backup to dest inat ion.  

iSCSI  Backup The “ iSCSI  backup”  can backup iSCSI  volum e as single file 

to dest inat ion.  

 

Full Backup 
Click on full backup and the setup screen appear as below. Fill in the rem ote target  

IP (Dest inat ion)  and port  (need to be changed only if this port  is already in use) .  

I f encrypt ion is required then enable it . Please m ake sure the associated target  

server also has encrypt ion enabled.  

Carry on with input t ing valid rem ote target  server account  nam e and password.  

 
After the set t ings are com plete, please click on “Connect ion Test ” . The source unit  

will t ry to connect  with the associated target  system . I f a connect ion can be built  up 

successfully then “Connect ion passed”  will be prom pted, otherwise “Failed”  will 

appear.  

 
Click “Next ”  and m ore set t ing will appear.  
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-Fill out  all the necessary details and choose your param eters 

Add Rsync Backup Task 

I tem  Descript ion 

Task Nam e This is how this task will appear in the task list . 

Backup Type Real t im e:  

  I t  will backup folders/ files from  source to target  on the 

fly. On the other hand, any changes from  the source will 

back up to the target  r ight  away. 

  

Schedule:   

  The task will start  only according to the schedule.  

Sync Type Sync m ode:   

Makes your source m atch your target  com pletely;  

delet ing and adding files on your target  as they are 

deleted and added on your source. 

 

I ncrem ental Mode :  

Makes your source m atch your target  and keep all old 

files;  adding files on your target  as they are added on your 

source, but  NOT delet ing files on your target  as they are 

deleted on your source. 

Com press With this opt ion, com press the file data as it  is sent  to the 

dest inat ion m achine, which reduces the am ount  of data 

being t ransm it ted – som ething that  is useful over a slow 

connect ion. 

Backup NAS Config Enabling this will back up the source unit  system  

configurat ions to the designed path on the target  system .  

Resum e Part ial File  

Handle Sparse File Try to handle sparse file efficient ly so they take up less 

space on the dest inat ion. 

Keep ACL Set t ing I t  will backup not  j ust  data it self but  also ACL 

configurat ion with associated folders/ files.  

Log Locat ion Choose the folder to save the log details while the task is 

executed.  
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Speed Lim it  I nput  the bandwidth cont rol for  data backup operat ion.  

Tim eout  Lim it  Setup the t im eout  when t rying to build up a connect ion in 

between the source and the target  system .  

Enable Schedule I f  backup is set  as “Schedule” , please input  the related 

period and t im e.  

 

After  the required fields are filled and the param eters are setup, click ‘Finish”  to 

com plete. The data guard task will appear in the list  as shown below.  

 

From  the task list , you can now see the newly added task “ fullback01” . The backup 

is setup as “ real t im e” . From  the status field, “Processing”  can be read as the 

back-up is perform ed on the fly.   

 

Custom  Backup 
The custom  backup set t ing is sim ilar to the full backup. The only differences are 

explained below:  

1. I nputs the share folder nam e of target  sever where the source is going to 

backup. The sub- folder can be left  as blank.  

 

2. Select  the source share folder(s)  which are desired to be backed up to the target  

server.  You can also click on “Select  All”  from  top r ight  corner check box.  
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3. Click “Next ”  and m ore set t ing appears. These are the as the set t ings for   “Full 

backup”  

 
4. Click “Finish”  and the data guard task will appear in the list  as shown below. 

 

From  the task list , you can now see the newly added “ custom back01” . This backup 

is setup as “ schedule” .  
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iSCSI  Backup 
I f  the source unit  contains iSCSI  volum e, it  can be backed up to the target  unit  as 

a single file. The procedure is the sam e as for t he previous “Full backup”  and 

“Custom  backup” , select  “ iSCSI  backup”  from  data guard wizard.  

 

1. I nputs the share folder nam e of the target  sever where the source is going to 

backup. The sub- folder can be left  as blank.  

 

2. Select  the iSCSI  target  volum e which you wish to back up to the target  server.  

 
3. Click “Next ”  and m ore set t ings will appear. I t  is slight ly differing from  “Full 

backup”  and “Custom  backup” . Only “Schedule”  backup is supported with less 

opt ions.  
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4. Click “Finish”  and the data guard task will appear in the list  as shown below. 

 

From  the task list , you can now see the newly added “ iscsiback” .  This backup is 

setup as “schedule” .   

 

 

 

 

The iSCSI  backup can see the result  as below. The task “ iSCSI_pm test ”  has backup 

to target  172.16.66.131 and share folder NAS_Public with file “ iSCSI_pm test ” .  

 

Restore 
To restore a backup from  the backup task, sim ply select  a task from  the task list  

then click “Restore”  from  the funct ion bar.  The restore task will start  to have the 

associated files/ folders from  the target  server restored to the source.  

NOTE 
•  The source folder name will use iSCSI_+ target  volume name. So here 

it  is displayed as “ iSCSI _pmtest ” . pmtest  is the iSCSI  target  name 

when the iSCSI  target  was created.  
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Restore NAS Configurat ion 
This is a useful feature if the system  configurat ion needs to be restored to a brand 

new unit . Let ’s go thru the following exam ple to see how it  works.  

 

The original source system  has 3 RAID volum e, “RAID” , ‘RAID10”  and “RAID20” , 

and has backed up the system  configurat ions to the target  server.   

 

 

 

 

 

 

 

 

 

 

The brand new source unit  only has a 1 RAID volum e ‘RAID” .  

 

 

 

 

 

 

 

 

1. When adding a new backup task with “Full backup”  or “Custom  backup”  and 

enabling the opt ion “Backup NAS Config”  as shows below, the source unit  

system  configurat ions are then backed up to the designed path on the target  

system  every t im e the task is executed.  

NOTE 
•  To restore task with backup t ype set  as “ Real t ime” , f irst  you need to 

stop the task then you can proceed with the restore operat ion.  
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2. Click on “Restore NAS Configurat ion”  and the screen shown below will appear. 

I nput  the target  server ’s IP address where the system  configurat ion has been 

backed up, and necessary authent icat ion info. Confirm  by doing a “Connect ion 

Test ”  to m ake sure the com m unicat ion between the source and the target  

server works.  

 

 

3. Click “Next ”  and a screen will appear as shown below. I t  has the listed available 

system  configurat ion backup files. Select  the one you want  and click next . You 

also have the opt ion to download the current  system  configurat ion before 

restoring from  the backup file.  
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4. After  clicking “Next ” ,  a screen will appear as shown below. Listed on the left  

hand side, you will see the configurat ion backup details which contain the 3 

RAID volum es. On the r ight  hand side, you will see a list  of single “RAI D”  

volum e. You m ay roll back to previous page to recall the exam ple we have 

taken.  

 

5. The backup configurat ion has different  num bers of RAI D volum e than the 

current  system  (3 vs 1) .  I t  can be kept  as the RAID volum e m apping arranged 

by the system , then carry on to click “Finish” . This m eans that  all 3 RAI D 

volum es configurat ion such as share folder etc. will all restore to the current  

unit  in the RAID volum e “RAID” .  

6. I n other circum stances, if the current  unit  contains 2 RAID volum es, then it  can 

be chosen from  the left  hand side of system  backup configurat ion RAID volum e 

list  which RAID volum e to m ap to the current  system .  

 

Let ’s see the following screen to m ake it  clearer.  
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The current  system  has 2 RAID volum es, “RAID”  and “RAIDa” . Select  the RAID 

volum e from  the backup configurat ion volum e list  which is going to be m apped 

to the RAID volum e of the current  system . Sim ply click on the r ight  hand side of 

“RAIDa”  and a drop down list  will appear. Now you can choose which volum e to 

m ap with. I n this case the “RAID01”  volum e from  the system  backup 

configurat ion will be m apped to the volum e “RAIDa”  of the current  unit . Once 

again, it  m eans all the shares that  were created in the volum e “RAID01”  will be 

restored to volum e “RAI Da”  of the current  system .  

 

ACL Backup and Restore 

The ACL backup and restore feature enables the system  ACL (Access Cont rol List )  

to be backed up on the RAID volum e based to other locat ion and restored if needed.  

 

Let ’s look at  the exam ple bellow to see how it  works.  

We have one system  with a RAID volum e “RAI D” , select  “Backup”  to backup this 

RAID volum e’s ACL to other locat ion. The current  RAID volum e “RAID”  has share 

folder as listed on r ight  hand screen shot .   

 

 

 

For the ACL restore, it  can be restored in the sam e system  or used in another unit . 

For exam ple, let ’s restore the ACL backup file to another unit . This unit  has a RAI D 

volum e “RAIDpm ”  with share folders as listed on r ight  hand screen shot .  
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After  input t ing the ACL backup file and clicking the “Next ”  but ton, the system  will 

show another screen to list  the m atched folders in between the backup file and this 

RAID volum e. Just  select  the desired folders for the ACL restore.  

 

 

 

 

 

 

 

 

 

 

 

Data Burn 

The data burn is featured to support  3 different  m odes of data burning for 

files/ folders to and from  im age file and physical opt ical disk.  

The 3 different  m odes are “Write Files/ folders to disc” , “Write im age to disk”  and 

“Write files/ folders to im age” .  

 

NOTE 
•  The ACL backup will only back to share folder level;  it  does not  apply 

to it s sub- layer.  

•  The ACL backup/ restore can be used am ong ext3/ ext4/ XFS file 

system. ZFS can only be used wit h other RAID volume with ZFS file 

system created.   

•  I f recursive has been checked dur ing the ACL restorat ion, it  will apply 

to all of it s sub- folders with the same perm ission.  
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1. Write Files/ folders to disc 

 

 

 

 

 

 

 

 

 

 

a. Click the Add but ton and the NAS share list  appears. 

b. Select  files/ folders 

which you would like to 

burn. All of the selected 

folders/ files will be seen 

under the disc label 

nam e “New Disc” . The 

disc label nam e can be 

changed by clicking on 

it  and press “Edit ”  from  

m enu bar.  The selected folders/ files also can be rem oved by clicking on 

them  and then pressing “ rem ove”  or “ rem ove all”  for all selected item s.  

c.  Select  from  the installed USB or SATA( for N6850/ N8850/ N10850)  burning 

devices. Please click the “detect  disc”  but ton to check the status once the 

disc is inserted.  
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d. Select  the burning speed 

from  the drop down list . 

e.  Select  whether disc data 

verificat ion is required or 

not .  

f.  Click “Burn”  to start  disc burning.  

 

2. Write im age file to disc 

 

a. Click “Browser”  and the NAS 

share list  will appear to 

locate the desired im age file 

to burn. 

 

 

 

 

 

 

 

b. Select  the ISO file.  

 
c.  Select  from  the installed USB or SATA( for N6850/ N8850/ N10850)  burning 

devices. Please click the “detect  disc”  but ton to check the status once the 

disc is inserted.  

d. Select  the burning speed from  the drop down list .  

e.  Select  whether disc data verificat ion is required or not .  

f.  Click “Burn”  to start  disc burning. 
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3. Create im age file from  files/ folders 

 

a. Click the Add but ton and the NAS share list  will appear. 

b. Select  the files/ folders 

which you would like to 

burn. All of the selected 

folders/ files will appear 

under the disc label 

nam e “New Disc” . The 

disc label nam e can be 

changed by clicking on it  

and pressing “Edit ”  from  

the m enu bar. The selected folders/ files also can be rem oved by clicking on 

them  and pressing “ rem ove”  or “ rem ove all”  for  all the selected item s.  

c.  I nput  the path where the ISO file is going to be stored, you can press the 

“Browse”  but ton to have the share list  appear.  

d. I nput  the ISO file nam e for burned im age file.  

e.  Click “Burn”  to start  the ISO file burning. 

 

 

 

 

 

 

 

USB Copy 

The USB Copy funct ion using the USB copy but ton or front  panel LCM/ OLED of 

system  used to only offer  one-way t ransfers ( i.e. only from  the USB drive to the 

designated NAS folder) .  Now num erous opt ions are available, such as:  Disabled, 

bi-direct ional, and scheduled.  

NOTE 
•  The data burn does not  support  rewriteable 

m edia if it  has been burned with left  space. On 

the other hand, the used rewriteable m edia will 

be erased first  then carry on with burning.   
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Disable USB Copy  

Sim ply select  “Disable”  for  the USB Copy Service opt ion and the USB Copy but ton 

or LCM/ OLED USB Copy item  will becom e inact ive.  

 

 

Using USB Copy 

Enable the USB Copy service and select  one of t he 3 opt ions available:  “USB to 

NAS” , “NAS to USB” , and “Copy all USB files to NAS” .  

 

I f select  “USB to NAS”  or “NAS to NAS” , you will also need to set  up the type of 

backup desired. 

 

USB Copy Service Transfer Options 
Item Description 

Sync Makes your source match your target completely; deleting and adding 

files on your target as they are deleted and added on your source. 

Incremental Makes your source match your target and keep all old files; adding files 

on your target as they are added on your source, but NOT deleting files 

on your target as they are deleted on your source. 

Create New Folder Create new folder on target based on the task’s “Date+Time”.  
Apply Press Apply to confirm the settings.  

 

Now, add the task for the USB Copy service you have selected ( for  “USB to NAS”  or 

“NAS to USB” ) .  
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Click on “Add”  and select  “Source Path”  and “Target  Path”  from  the drop-down list .  

 

Add Source:  

 

 

Add Target :  

 

 

Save the com pleted task:  

 

 

To “Edit ”  or “Rem ove”  a USB Copy task, select  t he task item  and click on the 

associated funct ion:  
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I f  you select  “Copy all USB files to NAS” , then please choose the target  path from  

the drop-down list . All files and folders on the USB device will be copied over to the 

NAS. 

 

 

 

 

 

 

 

 

 

 

 

 

  

NOTE 
I f  “Sync”  m ode has been selected, the target -side 

redundant  folders/ files will be deleted after a 

com parison has been conducted of the source.  

NOTE 
Once the USB Copy service has com pleted, the USB 

device will un-m ount  from  system . To start  another 

task, please re- insert  the USB device. 
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Thecus Backup Utility 

The Thecus Backup Ut ility is on your I nstallat ion CD. When you click on the CD, the 

Backup Ut ilit y will be installed under Program  Groups >  Thecus >  Thecus 
Backup Ut ilit y .  I f it  is not  installed, you can copy the file (Thecus Backup 
Ut ility.exe )  t o a convenient  locat ion on your hard disk and double click to execute 

it . 

 

 

 

 

 

When you execute this ut ilit y for the first  t im e, it  will ask you to create a DB file. 

Click Yes.  

 

1. Click Add  to create a Backup task. The Add New  Task  dialog box will 

appear.  

 

Add New  Task 

I tem  Descript ion 

Task Specifies a nam e for the current  task. 

Source Click to specify the source folder/ file locat ion. 

I ncrem ental Click to specify whether the backup will be increm ental. 

I f unchecked, the backup will be a full backup. 

Dest inat ion Click to specify the dest inat ion folder/ file locat ion. 

Excluded extensions Files with these file nam e extensions will be skipped and not  

backed up to the dest inat ion. 

Com m ents I f you wish, enter a com m ent  here for your records. 

 

2. To schedule the task to run at  regular intervals, click on the Schedule  icon 

for  that  task. You can schedule the task to run Monthly  or W eekly .  

 

3. To check the log for that  task, click on the Log  icon for  that  task. 

 

 

 

 

 

 

 

Windows XP Data Backup 

I f  you use Windows XP Professional, you can also use the Windows Backup Ut ilit y 

(Ntbackup.exe)  t o back up your files. 

 

I f you use Windows XP Hom e Edit ion, follow these steps to install the ut ilit y:  

 

1. I nsert  the Windows XP CD into a drive and double-click the CD  icon in My 
Com puter .  

NOTE I f  you can not  f ind Thecus Backup Ut ilit y  on your  CD, please download it  

from the Thecus website (ht tp: / / www.thecus.com) .  

NOTE Thecus Backup Ut ilit y also support s MAC OS X. Just  copy the Thecus Backup 

Ut ilit y.dmg to your  MAC OS X machine and double click to execute it . 
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2. When the Welcom e to Microsoft  Windows XP screen appears, click Perform  

Addit ional Tasks.   

 

3. Click Brow se this CD .   

 

4. I n Windows Explorer, navigate to ValueAdd  >  Msft  >  Ntbackup .   

 

5. Double-click Ntbackup.m si t o install the backup ut ilit y. 

 

Once installed, you can use the Windows Backup Ut ilit y by following the steps 

below:  

 

1. Click Start ,  and point  to All Program s >  Accessories >  System  Tools >  

Backup  to start  the wizard. 

 

2. Click Next  to skip past  the opening page. Choose Backup files and 
set t ings from  the second page, and then click Next .   

 

3. Select  which opt ion you want  to back up. 

 

4. Click Next  and in the Backup Type, Dest inat ion, and Nam e page, specify a 

backup locat ion using the Brow se  but ton. 

 

5. Find and select  the drive that  specifies your Thecus IP storage as your 

backup dest inat ion and click Next .  

 

6. Click Next  to display the wizard’s final page and click Finish  t o start  

backing up.  

Apple OS X Backup Utilities 

Mac OS X does not  include any backup software. However, there are a num ber of 

backup solut ions available for the Mac OS X, including:  iBackup, Psyncx, iMSafe, 

Rsyncx, Folder Synchronizer X, Tri-BACKUP, Im pression, I ntego Personal Backup, 

SilverKeeper, and Apple's dotMac Backup ut ilit y to nam e just  a few. To find even 

m ore freeware and shareware backup ut ilit ies to choose from , go to VersionTracker 

or MacUpdate and search on "backup". 

 

External Devices 
The Thecus IP storage supports printer server and UPS via USB interface. The 

integrated Print  Server allows you to share a single USB printer with all users on the 

network. For the UPS, Thecus I P storage support  via USB, Series and Network 

interface. The following sect ion shows you how. 

 

Printers 

From  the External Devices m enu, choose the Printer  item , and the Printer  

I nform at ion screen appears. This screen provides the following inform at ion about  

the USB printer connected to the USB port .  
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Printer I nform at ion 

I tem  Descript ion 

Manufacturer Displays the nam e of the USB printer m anufacturer.  

Model Displays the m odel of the USB printer. 

Status Displays the status of the USB printer. 

Rem ove docum ent  

from  Queue 

Click to rem ove all docum ents from  printer queue 

Restart  Printer service Click to restart  printer service 

 

I f  a corrupt  print  j ob is sent  to a printer, print ing m ay suddenly fail. I f your print  

j obs seem  to be locked up, pressing the Rem ove All Docum ents but ton to clear  

the print  queue m ay resolve the issue. 

 

You can configure Thecus IP storage to act  as a printer server.  That  way, all PCs 

connected to the network can ut ilize the sam e printer.  

 

W indow s XP SP2  
To set  up the Printer Server in Windows XP SP2, follow the steps below:  

 

1. Connect  the USB printer to one of the USB port s (preferably the rear USB 

ports;  front  USB port s can be used for  external HDD enclosures) .  

 

2. Go to Start  >  Printers and Faxes.  

 

3. Click on File  >  Add Pr inter .  

 

4. The Add Pr inter W izard  appears on your screen. Click Next .  

 

5. Select  the “A netw ork printer,  or  a printer  a t tached to another 

com puter ”  opt ion. 

 

6. Select  “Connect  to a  printer  on the I nternet  or  on a  hom e or office 

netw ork ” ,  and enter “http://Thecus IP storage 

IP_ADDRESS:631/printers/usb-printer”  into the URL field. 

 

7. Your Windows system  will ask you to install drivers for your printer. Select  

the correct  driver for  your printer.  

 

8. Your Windows system  will ask you if you want  to set  this printer as “Default  

Printer” . Select  Yes and all your print  j obs will be subm it ted to this printer 

by default . Click Next .  
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9. Click Finish .  

 

 

 

 

W indow s Vista  
To set  up the Printer Server in Windows Vista, follow the steps below:  

 

1. Open Printer  Folder  from  the Cont rol Panel.  

 

 

 

 

 

 

 

 

 

2. Click the r ight  m ouse but ton in anywhere on the Printers folder and then 

select  Add Pr inter .  

 

 

 

 

 

 

 

 

 

 

 

 

3. Select  Add a  netw ork, w ire less or  Bluetooth printer .  

 

 

 

 

 

 

 

 

NOTE 
•  Note that  if a mult i- funct ion (all- in-one)  pr inter is at tached to the Thecus IP 

Storage, usually only the pr int ing and fax funct ions will work. Other features,  

such as scanning,  will probably not  funct ion.  
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4. Select  The pr inter that  I  w ant  isn’t  listed .  

 

 

 

 

 

 

 

 

 

 

 

 

You can press The pr inter that  I  w ant  isn’t  listed  to go into next  page without  

wait ing for  Searching for available  printers t o finish. 

 

5. Click Select  a shared printer  by nam e .  

 

 

 

 

 

 

 

 

 

 

 

 

Type http://<Thecus_NAS>:631/printers/usb-printer in the box, 

where <Thecus_NAS_IP> is the IP address of Thecus IP storage. Click Next . 

 

6. Select  or install a printer and then press OK.  
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7. Windows will at tem pt  to connect  to the printer.  

 

 

 

 

 

 

 

 

8. You can choose to set  this printer as the default  printer by checking the Set  

as the default  pr inter  box. Click Next  to cont inue. 

 

 

 

 

 

 

 

 

 

 

 

 

9. Done!  Click Finish .  
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Uninterrupted Power Source 

From  the External Devices m enu, choose the Uninterrupted Pow er Source  

item  and the UPS Set t ing  screen appears. Make any changes you wish, and press 

Apply  t o confirm  changes.  
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See the following table for a detailed descript ion of each item . 

UPS Set t ing 

I tem  Descript ion 

UPS Monitor ing Enable or disable UPS m onitoring. 

Rem ote UPS Monitoring Enable or disable Remote UPS m onitor ing.  

Rem ote UPS IP I nput  the IP address of the NAS that  the UPS 

device is connected to via USB or RS232.Input  the 

IP address of your network UPS.  

Manufacturer Choose the UPS m anufacturer from  the 

dropdowns. 

Model Choose the UPS m odel num ber from  the 

dropdowns. 

Bat tery Status Current  status of the UPS bat tery 

Power Current  status of the power being supplied to the 

UPS 

Seconds between power failure and 

first  not ificat ion 

Delay between power failure and first  not ificat ion 

in seconds. 

Seconds between subsequent  power 

failure not ificat ions 

Delay between subsequent  not ificat ions in 

seconds. 

Shutdown the system  when the 

bat tery charge is less than 

Am ount  of UPS bat tery rem aining before system  

should auto-shutdown. 

Apply Press Apply  to save your changes. 

Chapter 5: Tips and Tricks 

USB and eSATA Storage Expansion 
The Thecus IP storage supports external USB hard disks through it s USB ports. 

Once a USB hard disk is successfully m ounted, the ent ire volum e will be linked 

autom at ically to the default  USB HDD folder. The Thecus IP storage supports USB 

external storage devices. All file nam es on the USB disk volum e are case sensit ive. 

 

The Thecus IP storage also support s eSATA hard disks with it s eSATA port .  

 

Before at taching an eSATA or USB disk drive to Thecus IP storage, you have to 

part it ion and form at  it  on a desktop com puter or a notebook first . The at tached 

device will be located at  \\192.168.1.100\usbhdd\sd(x)1 where 192.168.1.100 

m eans the IP address of Thecus IP storage and sd(x)1 stands for the first  part it ion 

on the eSATA or USB disk drive.  

 

Remote Administration 
You can set  up your Thecus IP storage for  rem ote adm inist rat ion. With rem ote 

adm inist rat ion, you can access your Thecus IP storage over the Internet , even if 

your Thecus IP storage is behind a router.  This is especially useful if you are 

t raveling and suddenly need a file from  your Thecus IP storage.  

 

Set t ing up rem ote adm inist rat ion is a three-part  process, and will require the 

following equipm ent :  

 

• Thecus IP storage device 

• Cable /  DSL Router with Dynam ic DNS support  

• Hom e PC 

• I nternet  Connect ion 

 

NOTE 
Router setup will differ  slight ly  depending on router  used. For  this example,  

we will use the Asus WL500g because it  has support  for Dynam ic DNS. 

Contact  your router hardware vendor for setup help.   176 
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Part I - Setup a DynDNS Account 

 

1. Go to http://www.dyndns.org from  your hom e PC. 

2. Click on the Sign Up Now  link. 

3. Check the Check boxes, select  a user nam e ( i.e.:  N12000) , enter your em ail 

address ( i.e.:  xxx@exam ple.com ) , check Enable W ildcard ,  and create a 

password ( i.e.:  xxxx) .  

4. Wait  for an em ail from  www.dyndns.org. 

5. Open the em ail and click on the link to act ivate your account  

Part II - Enable DDNS on the Router 

 

1. Go to the router setup screen and select  I P Config  >  Miscellaneous 

DDNS Set t ing  from  your Hom e PC. 

2. Click on Yes for Enable  the DDNS Client? 

3. Select  www.dyndns.org.  

4. Go to router setup screen, and enter the following inform at ion:  

a. User Nam e or E-m ail Address:  xxx@exam ple.com  

b. Password or DDNS Key:  xxxx  

c.  Host  Nam e:  www.N12000.dyndns.org 

d. Enable wildcard? Select  Yes 

e.  Update Manually:  Click Update  

Part III - Setting up Virtual Servers (HTTPS) 

 

1. Navigate to NAT Set t ing  >  Virtual Server .  

2. For Enable  Virtual Server?, select  Yes 

3. Setup the HTTPS Server 

a. W ell- Know n Applicat ions:  Select  User Defined  

b. Local I P:  Enter 192.168.1.100 

c.  Port  Range :  443 ( the default  HTTPS port  set t ing on the Thecus I P 

storage)  

d. Protocol:  select  TCP 

e.  Click Add .  

f.  Click Apply .  

4. Test  the HTTPS connect ion from  another com puter on the Internet  

a. From  a rem ote com puter, open your browser and enter 

https://www.N12000.dyndns.org 

b. You should see the login page of Thecus IP storage. 

 

Firewall Software Configuration 
I f  you are using a software firewall ( i.e. Norton Internet  Security)  and are having 

t rouble connect ing to Thecus I P storage, you can t ry the following steps:  

 

1. Double click the NI S icon on system  t ray, and then configure the Personal 

Firew all.  
 

2. On the Program s page, find the SetupW izard.exe  and change it s 

perm ission to "Perm it  All" . I f it 's not  in the program  list , use the Add  or  

Program  Scan but tons to find it . 

 

3. On the Netw orking  page, m anually add Thecus IP storage IP address ( i.e. 

192.168.1.100)  to the Trusted  list .  
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Replacing Damaged Hard Drives 
I f you are using RAID 1, RAID 5, RAI D 6, RAID 50 or RAID 60 you can easily replace 

a dam aged hard drive in the Thecus IP storage while keeping your data secure with 

the system ’s autom at ic data recovery.  

Hard Drive Damage 

When a hard drive is dam aged and data in the RAID volum e is corrupted, the 

system  OLED will display a warning m essage and the system  will beep. 

Replacing a Hard Drive  

To replace a hard disk drive in the Thecus IP storage:  

 

1. Rem ove the t ray with the dam aged hard disk. 

2. Unscrew the dam aged hard disk and rem ove it  from  the t ray. 

 

3. Slide a new hard disk into the t ray and fasten the screws. 

 

4. I nsert  the hard disk t ray back into the Thecus I P storage unt il it  snaps into 

place. You can also lock it  with a key if desired. 

 

5. The LED will blink green when the HDD is accessed. 

RAID Auto-Rebuild 

When using RAID 1, 5, 6, 10, 50 or 60 on the Thecus I P storage, you can use the 

auto- rebuild funct ion when an error is detected.  

 

1. When a hard disk fails the system  beeps and/ or an em ail not ificat ion is sent  

to the specified receivers. 

 

2. Check the OLED to see which disk has failed. 

 

3. Follow the steps m ent ioned above to replace the failed hard disk. 

 

4. The system  autom at ically recognizes the new hard disk and starts the 

auto- rebuild sequence to resum e its status before the hard disk crash. 
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Chapter 6: Troubleshooting 

Forgot My Network IP Address 
I f you forget  your network IP address and have no physical access to t he system , 

you can find out  the IP address by either looking direct ly onto the Thecus IP storage 

OLED panel, or by using the setup wizard to ret r ieve the I P of your Thecus IP 

storage. 

 

1. Start  the Setup Wizard, and it  will autom at ically detect  all Thecus IP storage 

products on your network. 

 

2. You should be able to find the I P address of the Thecus IP storage which you 

have forgot ten in the Device Discovery  screen. 

 

 

Can't Map a Network Drive in Windows XP 
You m ay have problem s m apping a network drive under the following condit ions:  

 

1. The network folder is current ly m apped using a different  user nam e and 

password. To connect  using a different  user nam e and password, first  

disconnect  any exist ing m appings to this network share. 

 

2. The m apped network drive could not  be created because the following error 

has occurred:  Mult iple  connect ions to a server  or  shared resource by 

the sam e user, using m ore than one user nam e, are  not  a llow ed.  
Disconnect  all previous connect ions to the server or shared resource and t ry 

again. 

 

To check out  exist ing network connect ions, t ype net use under the DOS prom pt .  

You m ay refer the URL below for m ore network m apping inform at ion.  

 

http://esupport.thecus.com/support/index.php?_m=downloads&_a=viewdownload&downloaditemi

d=57&nav=0 

 

Restoring Factory Defaults 
From  the System  m enu, choose the Factory Default  item  and the Reset  to 

Factory Default  screen appears. Press Apply  t o reset  Thecus IP storage factory 

default  set t ings. 

 

 

 

W ARNI NG Reset t ing t o factory defaults will not  erase the data stored in the hard 

disks, but  WI LL revert  all the set t ings t o the factory default  values.  
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Problems with Time and Date Settings 
The adm inist rator is able to select  an NTP Server to keep Thecus IP storage t im e 

synchronized. However, if Thecus IP storage cannot  access the Internet , you m ay 

encounter a problem  when set t ing the Tim e and Tim e Zone. I f this happens:  

  

1. Login to the Web Adm inist rat ion Interface. 

 

2. Navigate to System  Managem ent> Tim e .  

 

3. Under  NTP Server ,  select  No.  

 

4. Set  the Date ,  Tim e ,  and Tim e Zone .  

 

5. Click Apply .  

 

I n addit ion, if the Thecus I P storage is able to access the Internet  and you want  t o 

keep the NTP Server clock.isc.org by default , please m ake sure the DNS Server is 

correct ly entered, thereby allowing the NTP Server nam e to correct ly resolve. (See 

System  Netw ork  >  W AN/ LAN1  >  DNS Server )  

 

Dual DOM Supports for Dual Protection (N12000 

series/N16000 series/N8900 series only) 
The m ost  advance and useful feature on the Thecus IP storage (depend on m odels)  

is the im plem ented Dual DOM. Under norm al circum stances, there is no need to 

have this feature involved. But  som e unpredictable problem s like power cut  or  

hum an error can occur by accident , especially during system  boot ing stage;  the 

Dual Dom  will becom e the best  feature to prevent  system  down t im e. 

Pract ically while it  happened, system  will t ry to recover the DOM 1 from  DOM 2 first . 

I f it  is unachievable then the system  can boot  from  DOM 2. And all of these 

procedures can be operated through the OLED.  

 

NOTE The DOM1 in Dual DOM is by default  the master DOM and FW updates will 

only apply t o DOM1. DOM2 is ‘Read only” .  

I f  anything happened and the DOM1 is recovered from  DOM2, the FW 

version will be the one of the DOM2. Therefore, it  may need to be 

upgraded to the version of DOM1.  

I f DOM1 can not  be recovered from DOM2, the system will boot  up from  

DOM2. The or iginal configurat ion of DOM1 may need t o be setup again 

with DOM2 operat ions.  
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Chapter 7: Updates for FW v2.03.01 
 

Changes for  FW v2.03.01 

-  Added JBOD device info to General in the System  I nform at ion  category 

-  Modifed the Status layout  in the System  I nform at ion  category 

-  Added Hardw are I nform at ion  in the System  I nform at ion  category 

-  Modified Disk I nform at ion  layout  and added support  for JBOD device 

-  Added JBOD device to j oin RAI D Managem ent  

-  Added cloud backup Am azon S3  support  

-  Added Volum e Expansion Managem ent  in the Storage category 

General 

The Thecus N8900/ N12000/ N16000 series are support ing the addit ion of the JBOD 

device Thecus D16000 to expand storage capacity. From  General in System  
I nform at ion, JBOD device info will be displayed if applicable.  

 

 

Status 

From  the System  I nform at ion  m enu, choose the Status item , System  Service 

Status and HW Status screens appear. These screens provide basic system  and 

service status inform at ion. 
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Added Hardware Information 

From  the System  I nform at ion category ,  choose the Hardw are I nform at ion  

item  and the system  will display the related HW details for the associated m odel. 

Below is an exam ple of the inform at ion for  a Thecus N8900.  

 

 

 

Disk Information 

From  the Storage  m enu, choose the Disk I nform at ion  item  and the Disk  

I nform at ion  screen appears. From  here, you can see various installed hard disks. 

The disk slot  posit ion will appear if the m ouse is m oved over the installed disk.  

 

 

 

 

 

NOTE 
•  The screen shot  below is just  an exam ple from  a Thecus IP Storage. The disk 

slots number can range from  8,  12 to 16 slots depending on the m odel of Thecus 

IP storage. Also it  will list  the disk info of JBOD devices if applicable 
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Disks I nform at ion 

I tem  Descript ion 

Disk No. I ndicates disk locat ion. 

Capacity Shows the SATA hard disk capacity. 

Model Displays the SATA hard disk m odel nam e. 

Firm ware Shows the SATA hard disk firm ware version. 

Bad Block scan Yes to start  scan Bad Block. 

 

S.M.A.R.T. I nform at ion 

On the Disk  I nform at ion screen, select  a disk then click on “Sm art ”  t o list  the 

S.M.A.R.T. info of the associated disk.  

 

You m ay also perform  a disk SMART test  (doesn’t  apply to SAS HDD) ;  sim ply click 

“Test ”  t o start  the SMART test . The result  is only for reference and the system  will 

not  take any act ion from  its results.  

 

 

S.M.A.R.T. I nform at ion 

I tem  Descript ion 

Tray Num ber Tray the hard disk is installed in. 

Model Model nam e of the installed hard disk. 

Power ON Hours 

 

Count  of hours in power-on state. The raw value of this at t r ibute 

shows total count  of hours (or m inutes, or seconds, depending on 

m anufacturer)  in power-on state. 

Tem perature Celsius The current  tem perature of the hard disk in degrees Celsius. 

Reallocated Sector 

Count  

Count  of reallocated sectors. When the hard dr ive finds a 

read/ write/ verificat ion error, it  m arks this sector as "reallocated" 
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 and t ransfers data to a special reserved area (spare area) . 

This process is also known as rem apping and "reallocated" 

sectors are called rem aps. This is why, on a m odern hard disks, 

you cannot  see "bad blocks" while test ing the surface -  all bad 

blocks are hidden in reallocated sectors. However, the m ore 

sectors that  are reallocated, the m ore a decrease (up to 10%  or 

m ore)  can be not iced in disk read/ write speeds. 

Current  Pending 

Sector 

 

Current  count  of unstable sectors (wait ing for rem apping) . The 

raw value of this at t r ibute indicates the total num ber of sectors 

wait ing for rem apping. Later, when som e of these sectors are 

read successfully, the value is decreased. I f errors st ill occur 

when reading sectors, the hard dr ive will t ry to restore the data, 

t ransfer it  to the reserved disk area (spare area) , and m ark this 

sector as rem apped. I f this at t r ibute value rem ains at  zero, it  

indicates that  the qualit y of the corresponding surface area is low. 

Test  Type Set  short  or long t ime to test . 

Test  Result  Result  of the test . 

Test  Tim e Total t im e of the test . 

 

 

 

 

 

Bad Block Scan 

On the Disk I nform at ion screen, select  a disk then click on “Detect  Bad Block”  t o 

perform  bad block scan of the associated disk. The result  is only for  reference and 

the system  will not  take any act ion from  its results.  

 

The bad block scan can be term inated by clicking on “Stop Detect  Bad Block” .   

 

For Thecus product  (N8900/ N12000/ N16000 series)  which support  JBOD device, 

the at tached JBOD device and his associated disks will also list  under t he Disk 
I nform at ion  page. Please see below for a screen shot  of a N8900 with a Thecus 

D16000 at tached and installed disks list  on.  

NOTE 
I f  the Reallocated Sector Count  >  32 or the Current  Pending Sector of a hard 

disk dr ive >  0 , the status of the disk will show “Warning” .  This warning is only 

used t o alert  the system adm inist rator that  there are bad sectors on the disk,  

and they should replace those disks as soon as possible.  
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The JBOD device will have a unique ID that  ranges from  1 to 10. The disk no. lead 

ID will indicate the different  JBOD devices. The screen shot  below show a JBOD 

device with ID 4, so J4-6 is indicated under the JBOD device disk list  with 6 slots.  

 

 

 

Data Guard (Local Backup) 

The Thecus product  provides com plete backup solut ion between Thecus NAS 

system s as well as between folders of local system s. For rem ote data guard backup, 

please refer to chapter 4, Data Guard (Rem ote backup) .  

 

 

 

Rem ote Data backup 

I tem  Descript ion 

Add Add a new task. 

Edit  Edit  selected task.  

Rem ove Rem ove selected task. 

Start  Click on start  to start  a scheduled scan task r ight  away.  

Stop Stop the associated running task. Also can be used if a task 

has been setup as real- t im e, clicking “Stop”  can term inate 

the running process. Sim ply click ‘Start ”  to re-start  the 

real- t im e operat ion.  

Restore Restore the associated task. 

Log Click to view the associated task process details.  

Restore NAS Configurat ion Click to restore the system  configurat ions from  a selected 

dest inat ion to a source unit . 

-From  the Data Guard  funct ion list , select  Add. The data backup setup wizard 

appears as below, click on “Local Backup” :  
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The local backup has 6 different  select ion you can choose from .  

 

Local Data backup 

I tem  Descript ion 

Im port  This is associated with external devices which are added to the 

system  such as USB disk. You can select  a folder from an external 

device and im port  it  to the NAS as a share folder.   

Copy Copy folder to folder or NAS folder to external device or external 

device to NAS folder. This backup is within folder level.  

Realt ime Backup The task will be executed on the fly between the source and the 

target . I n other word, any changes m ade at  the source will sync to 

the dest inat ion im m ediately.  

Schedule Backup The task will be executed on schedule between the source and the 

target .  

iSCSI  Backup The iSCSI  volum e will be backup to the dest inat ion as a single file.  

iSCSI  Im port  The iSCSI  file can be im ported from  the iSCSI  backup back to the 

dest inat ion as an iSCSI  volum e.  
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1. I m port : click on “ Im port ”  and a screen will appear as below.  

I f there is an external device installed on system  such as USB disk, then it  will 

be listed in the Source pane.  

 

 

Click on the associated external device and the contain folders will be listed. 

Select  the folders that  are going to be im ported to the NAS and select  the available 

RAID volum e which is listed in Target  pane.  
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I n here, we have selected the “ I ntel Graphi…”  and “N10850”  folders from  the 

external device and im ported them  to the NAS under the RAI D60volume.  

 

Next ,  please select  the path from  the drop down list  to save the log. Also, give 

the access perm ission whether these selected folders will be “Public”  or not  after 

the im port .  
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Read the notes and check the “Accept ”  box for  confirm at ion. I f a share nam e 

already exists for the im port ,  then the im port  will be renam e autom at ically to 

“exist ing share nam e -1” .  

For esam ple, if the NAS RAID volum e “RAID60”  already has a folder nam ed 

“ Intel_Graphics_V614105398_XP” , the im port  folder will then be renam e to:  

“ I ntel_Graphics_V614105398_XP-1” .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now, you will see in the data guard task list  that  you have created a task .   

 

 

 

 

 

 

 

 

 

And that  the system  has created 2 new share folders from  the task just  created.  

 

 

 

 

 

 

 

 

 

 

2. Copy: click on “Copy”  and this screen appears. 

3 different  opt ions can be selected, folder to folder, folder to external device or 

external device to folder.  
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        Folder t o Folder 

 

 

 

 

 

 

 

 

        Folder t o external device 

 

 

 

 

 

 

 

 

        External device to Folder 
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Let ’s take “Folder t o External device”  as an exam ple. I n the source pane, select  the 

desired RAID volum e and it s associated folder list  will appear;  sam e m ethod in the 

target  pane for  the associated external device.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Select  a folder from  the source pane which is going to be copy over,  then select  in 

target  pane it ’s dest inat ion.  
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Choosing the sync type, “ I ncrem ental”  or  ‘Sync” , and select  the log path from  the 

drop m enu list .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Read the notes and check the “Accept ”  box for confirm at ion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now, you will see in the data guard task list  that  you have created a task.  
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3. Realt im e Backup: click on “Realt im e Backup”  and this screen will appear. 

2 different  opt ions can be selected from , folder to folder,  folder to external 

device. 

 

Let ’s take “Folder t o Folder”  backup for exam ple. Select  from  the source pane 

the folder “NAS_Public” , then select  it s dest inat ion in the target  panefolder 

“R6andy” .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next ,  fill in the task nam e and related set t ings.  
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Realt im e Backup 

I tem  Descript ion 

Task Nam e Input  the task nam e, length lim ited to 4~ 12 characters.   

Sync Type Select  “ I ncrem ental”  or “Synchronize” .  

Backup Sym bolic Link Choose to backup sym bolic link which is included in t he source. 

Filter The filter can be set  to be executed only in certain circum stances. 

I f none of them  has been selected, it  will do the real t im e backup 

from  the source to the dest inat ion in full.  

 

File size:  From  xx ~  xxx 

         I f xx= 1 and xxx blank then only file size >  xx will 

execute real t ime backup.  

         I f xx= 1 and xxx= 2 then only size in between xx and xxx 

will execute real t im e backup. 

         I f xx blank and xxx= 2 then only file size <  xxx will 

execute real t ime backup.  

 

I nclude File Type:  Only the associated file form at  will do the real 

t im e backup.  

 

Exclude File Type:  The excluded file form at  won’t  be included in 

the real t im e backup.  

 

For docum ent  file  form at: doc, xls,  pdf,  docx, xlsx, t xt , ppt , 

pptx, htm l, htm 

 

For picture  f ile  form at : j pg, bm p, t if,  png, pbm , tga, xar, 

xbm  

 

For video file  form at: avi, m pg, m p4, m kv, fli,  flv, rm , ram  

 

For m usic file  form at :  m p3, wav, wm a, acc, dss, m sv, 

dvf, m 4p, 3gp, am r, awb 

 

User defined can be input  in other box.  

 

 

Read the notes and check the “Accept ”  box for confirm at ion. 
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Now, you can see in the data guard task list  that  your created task is listed. The 

task status will say “Processing”  unt ill the “Stop”  but ton is pressed.  

 

 

 

 

 

 

 

 

 

 

 

 

4. Schedule  Backup: click on “Schedule Backup”  and this screen will.  2 different  

choices can be selected from , folder t o folder,  folder to external device. 

 

Let ’s use “Folder t o External device”  backup for our exam ple. From  the NAS 

volum e RAID in the Source pane select  the folder “NAS_Public” , then in the 

target  pane select  the external USB disk folder “N10850” .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next ,  fill in the task nam e and related set t ings.  

 

Schedule Backup 

I tem  Descript ion 

Task Nam e Input  the task nam e, length lim ited to 4~ 12 characters.   

Create Sub- folder I f you choose to create a sub- folder, then it  will use the task nam e 

as folder nam e then copy the source under it . Or it  will copy the 

source to the sam e level as the dest inat ion.  

Sync Type Select  “ I ncrem ental”  or “Synchronize” .  

Log Locat ion Select  from  the drop down list  where the task log will be stored.  

Enable Schedule Click to enable. I f it  is not  checked, the task won’t  star t  unless you 

select  the associate task and click “Start ”  from  the task list  page. 

Tim e Specify the t im e for the backup to start .  

Schedule Can choose daily, weekly or m onthly.  
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Read the notes and check the “Accept ”  box for confirm at ion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now, you will see in the data guard task list  that  you have created a task.  
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5. iSCSI  Backup: click on “ iSCSI  Backup”  and screen appear as below. 

I t  can be backup to two different  storage pool, iSCSI  to folder,  iSCSI  to external 

device. 

 

 

 

 

 

 

 

 

 

 

Let ’s take exam ple to have “ iSCSI  to Folder”  backup, from  existed iSCSI  volum e 

“ iSCSI_iscsiv502”  to volum e RAID folder “andy_local” .  

 

The source pane listed “ iSCSI_iscsiv502”  and “ iSCSI_iscsiv50”  where are iscsi 

volum e has existed in this system  with nam e “ iSCSI_+ iscsi target  volum e 

nam e” .  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Next ,  provide the task nam e and where the task log will store. 
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Reading the note and check on “Accept ”  for confirm at ion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Now, from  the data guard task list  will have created task listed. To start  the iSCSI  

volum e backup, select  the task and click “Start ”  from  task bar.   

 

 

 

 

 

 

 

 

 

 

Once “Start ”  click, the associated iSCSI  volum e will not  allow to I / O during backup 

processing. And the task status will change to ‘Processing” .  
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States change to “Finish”  after task com plete.  

 

 

 

 

 

 

 

 

 

From  the RAID volum e folder ‘andy_local’, it  has backup iSCSI  volum e file stored. 

This backup iSCSI  volum e file is needed while it  required im port  t o storage. Next  

topic will describe about  this.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. iSCSI  I m port : click on “ iSCSI  Im port ”  and screen appear as below. 

I t  can be im ported from  two different  storage pools, folder t o iSCSI  or external 

device to iSCSI . I t  is depend on where iSCSI  volum e has backup to.  

 

 

 

 

 

 

 

 

 

 

Let ’s take exam ple to im port  “RAID folder to iSCSI ”  which is the iSCSI  volum e 

we have backup earlier to RAID volum e folder andy_local than im port  to volum e 

RAID.  
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Next ,  provide where the task log will store. 

 

 

 

 

 

 

 

 

 

 

Reading the note and check on “Accept ”  for confirm at ion. 
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Now, from  the data guard task list  will have created task listed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Volume Expansion Management 

The user guide please refers to URL below. 

ht tp: / / www.thecus.com / download/ m anual/ AllinOne_64bit / Volum e_Expansion_v1.0.pdf 
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Appendix A: Customer Support 
I f  your Thecus IP storage is not  working properly, we encourage you to check out  

Chapter  6 : Troubleshoot ing ,  located in this m anual. You can also t ry to ensure 

that  you are using the latest  firm ware version for  your Thecus I P storage. Thecus is 

com m it ted to providing free firm ware upgrades to our custom ers. Our newest  

firm ware is available on our Download Center:  

 

ht tp: / / www.thecus.com / download.php 

 

I f you are st ill experiencing problem s with your Thecus IP storage, or require a 

Return Merchandise Authorizat ion (RMA) , feel free to contact  t echnical support  via 

our Technical Support  Website:  

 

ht tp: / / www.thecus.com / support_tech.php 

 

Customers in the US should send all technical support enquiries to the US contact window 

included in the following web page: 
 

ht tp: / / www.thecus.com / support_tech.php 

 

For Sales Inform at ion you can e-m ail us at :  

 

sales@thecus.com  

 

Thank you for  choosing 

Thecus! 
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Appendix B: RAID Basics 

Overview 
A Redundant  Array of I ndependent  Disks (RAID)  is an array of several hard disks 

that  provide data security and high perform ance. A RAID system  accesses several 

hard disks sim ultaneously, which im proves I / O perform ance over a single hard disk. 

Data security is enhanced by a RAID, since data loss due to a hard disk failure is 

m inim ized by regenerat ing redundant  data from  the other RAI D hard disks. 

 

Benefits 
RAID im proves I / O perform ance, and increases data security through fault  

tolerance and redundant  data storage. 

Improved Performance 

RAID provides access to several hard disk drives sim ultaneously, which great ly 

increases I / O perform ance. 

Data Security 

Hard disk drive failure unfortunately is a com m on occurrence. A RAI D helps prevent  

against  the loss of data due to hard disk failure. A RAID offers addit ional hard disk 

drives that  can avert  data loss from  a hard disk drive failure. I f a hard drive fails, 

the RAID volum e can regenerate data from  the data and parity stored on it s other 

hard disk drives. 

 

RAID Levels 
The Thecus I P storage supports standard RAID levels 0, 1, 5, 6, 10,  50, 60 and JBOD. 

You choose a RAID level when you create a system  volum e. The factors for  

select ing a RAID level are:  

 

• Your requirem ents for perform ance 

• Your need for data security 

• Num ber of hard disk drives in the system , capacity of hard disk drives in the 

system  

 

The following is a descript ion of each RAID level:  

 

RAI D 0  
RAID 0 is best  suited for  applicat ions that  need high bandwidth but  do not  require 

a high level of data security. The RAID 0 level provides the best  perform ance of all 

the RAID levels, but  it  does not  provide data redundancy.  

 

RAID 0 uses disk st r iping and breaking up data into blocks to write across all hard 

drives in the volum e. The system  can then use m ult iple hard drives for  faster read 

and write. The st r ipe size param eter that  was set  when the RAID was created 

determ ines the size of each block. No parity calculat ions com plicate the write 

operat ion.  

 

RAI D 1  
RAID 1 m irrors all data from  one hard disk drive to a second one hard disk drive, 

thus providing com plete data redundancy. However, the cost  of data storage 

capacity is doubled.  
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This is excellent  for com plete data security.  

 

RAI D 5  
RAID 5 offers data security and it  is best  suited for networks that  perform  m any 

sm all I / O t ransact ions at  the sam e t im e, as well as applicat ions that  require data 

security such as office autom at ion and online custom er service. Use it  also for 

applicat ions with high read requests but  low write requests. 

 

RAID 5 includes disk st r iping at  the byte level and parity inform at ion is writ ten to 

several hard disk drives. I f a hard disk fails the system  uses parity stored on each 

of the other hard disks to recreate all m issing inform at ion. 

 

RAI D 6  
RAID 6 is essent ially an extension of RAID level 5 which allows for  addit ional fault  

tolerance by using a second independent  dist r ibuted parity schem e (dual parit y)  

Data is st r iped on a block level across a set  of drives, j ust  like in RAID 5, and a 

second set  of parit y is calculated and writ ten across all the drives;  RAI D 6 provides 

for  an ext rem ely high data fault  tolerance and can sustain two sim ultaneous drive 

failures. 

 

This is a perfect  solut ion for  m ission crit ical applicat ions. 

 

RAI D 1 0  
RAID 10 is im plem ented as a st r iped array whose segm ents are RAI D 1 arrays. 

RAID 10 has the sam e fault  tolerance as RAID level 1. 

RAID 10 has the sam e overhead for fault - tolerance as m irroring alone. High I / O 

rates are achieved by st r iping RAID 1 segm ents. 

Under certain circum stances, RAID 10 array can sustain up to 2 sim ultaneous drive 

failures 

 

Excellent  solut ion for  applicat ions that  would have otherwise gone with RAID 1 but  

need an addit ional perform ance boost .  

 

RAI D 5 0  
A RAID 50 com bines the st raight  block- level st r iping of RAID 0 with the dist ributed 

parity of RAID 5. This is a RAID 0 array st r iped across RAID 5 elem ents. I t  requires 

at  least  6 drives. 

 

RAI D  6 0  
A RAID 60 com bines the st raight  block- level st r iping of RAID 0 with the dist ributed 

double parit y of RAID 6. That  is, a RAID 0 array st r iped across RAID 6 elem ents. I t  

requires at  least  8 disks. 

 

JBOD 
Although a concatenat ion of disks (also called JBOD, or "Just  a Bunch of Disks")  is 

not  one of the num bered RAI D levels, it  is a popular m ethod for com bining m ult iple 

physical disk drives into a single virtual one. As the nam e im plies, disks are m erely 

concatenated together, end to beginning, so they appear to be a single large disk.  

 

As the data on JBOD is not  protected, one drive failure could result  total data loss. 
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Str ipe Size 
The length of the data segm ents being writ ten across m ult iple hard disks. Data is 

writ ten in st r ipes across the m ult iple hard disks of a RAID. Since m ult iple disks are 

accessed at  the sam e t im e, disk st r iping enhances perform ance. The st r ipes can 

vary in size.   

 

 

 

Disk Usage 
When all disks are of the sam e size, and used in RAID, Thecus IP storage disk usage 

percentage is listed below:  

 

 

RAI D Level Percentage Used 

RAID 0 100%  

RAID 1 1/ n x 100%  

RAID 5 (n-1) / n x 100%  

RAID 6 (n-2) / n x 100%  

RAID 10 50%  

RAID 50 (n-1) / n x 100%  

RAID 60 (n-2) / n x 100%  

JBOD 100%  

n：HDD num ber 
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Appendix C: How to open the top cover 

N8900 series: 
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N12000 series: 

 

N16000 series: 
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Appendix D: Active Directory Basics 

Overview 
With Windows 2000, Microsoft  int roduced Act ive Directory (ADS) , which is a large 

database/ inform at ion store. Prior  to Act ive Directory the Windows OS could not  

store addit ional inform at ion in it s dom ain database. Act ive Directory also solved 

the problem  of locat ing resources;  which previously relied on Network 

Neighborhood, and was slow. Managing users and groups were am ong other issues 

Act ive Directory solved. 

What is Active Directory? 
Act ive Directory was built  as a scalable, extensible directory service that  was 

designed to m eet  corporate needs. A repository for storing user inform at ion, 

accounts, passwords, pr inters, com puters, network inform at ion and other data, 

Microsoft  calls Act ive Directory a "nam espace" where nam es can be resolved. 

ADS Benefits 
ADS lets Thecus IP storage integrate it self with the exist ing ADS in an office 

environm ent . This m eans the Thecus IP storage is able to recognize your office 

users and passwords on the ADS server. Other m ajor benefit s ADS support  

provides include:  

 

1. Easy integrat ion of Thecus IP storage into the exist ing office IT 

infrast ructure 

 

The Thecus IP storage acts as a m em ber of the ADS. This feature 

significant ly lowers the overhead of the system  adm inist rator. For exam ple, 

corporate security policies and user privileges on an ADS server can be 

enforced autom at ically on Thecus I P storage. 

 

2. Cent ralized user/ password database 

 

The Thecus IP storage does not  m aintain it s own copy of the user/ password 

database. This avoids data inconsistency between Thecus I P storage and 

other servers. For exam ple, without  ADS support , an adm inist rator m ight  

need to rem ove a specific user privilege on Thecus IP storage and each 

individual server.  With ADS support ,  the change on an ADS server is known 

to all of it s ADS m em bers. 
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Appendix E: Licensing Information 

Overview 
This product  included copyrighted third-party software licensed under the term s of 

GNU General Public License. Please see THE GNU General Public License for  ext ra 

term s and condit ions of this license. 

Source Code Availability 
Thecus Technology Corp. has exposed the full source code of the GPL licensed 

software. For m ore inform at ion on how you can obtain our source code, please visit  

our web site, ht tp: / / www.thecus.com . 

 

Copyr ights  
 

• This product  includes cryptographic software wr it ten by Eric Young 

(eay@cryptsoft .com ) . 

• This product  includes software developed by Mark Murray. 

• This product  includes software developed by Eric Young 

(eay@cryptsoft .com ) . 

• This product  includes software developed by the OpenSSL Proj ect  for use in 

the OpenSSL Toolkit  (ht tp: / / www.openssl.org/ ) .  

• This product  includes PHP, freely available from  (ht tp: / / www.php.net / ) . 

• This product  includes software developed by the University of California, 

Berkeley and it s cont r ibutors.  

• This product  includes software developed by Winning St rategies, I nc. 

• This product  includes software developed by the Apache Group for use in the 

Apache HTTP server project  (ht tp: / / www.apache.org/ ) .  

• This product  includes software developed by Softweyr LLC, the University of 

California, Berkeley, and it s cont r ibutors. 

• This product  includes software developed by Bodo Moeller.  

• This product  includes software developed by Greg Roelofs and cont r ibutors 

for  the book, "PNG:  The Definit ive Guide,"  published by O'Reilly and 

Associates. 

• This product  includes software developed by the NetBSD Foundat ion, I nc. 

and it s cont r ibutors. 

• This product  includes software developed by Yen Yen Lim  and North Dakota 

State University.  

• This product  includes software developed by the Com puter System s 

Engineering Group at  Lawrence Berkeley Laboratory.  

• This product  includes software developed by the Kungliga Tekniska 

Högskolan and it s cont r ibutors. 

• This product  includes software developed by the Nick Sim icich. 

• This product  includes software writ ten by Tim  Hudson ( t j h@cryptsoft .com ) . 

• This product  includes software developed by Christopher G. Dem et riou for  

the NetBSD Proj ect .  
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CGIC License Terms 
Basic License 

 

CGIC, copyright  1996, 1997, 1998, 1999, 2000, 2001, 2002, 2003, 2004 by 

Thom as Boutell and Boutell.Com , Inc. 

 

Perm ission is granted to use CGIC in any applicat ion, com m ercial or 

noncom m ercial, at  no cost .  HOWEVER, this copyright  paragraph m ust  appear on a 

"credits"  page accessible in the public online and offline docum entat ion of the 

program . Modified versions of the CGIC library should not  be dist r ibuted without  

the at tachm ent  of a clear statem ent  regarding the author of the m odificat ions, and 

this not ice m ay in no case be rem oved. Modificat ions m ay also be subm it ted to the 

author for  inclusion in the m ain CGIC dist r ibut ion. 

GNU General Public License 
Version 2, June 1991 

 

Copyright  ©  1989, 1991 Free Software Foundat ion, I nc. 

51 Franklin St , Fifth Floor,  Boston, MA  02110-1301  USA 

 

Everyone is perm it ted to copy and dist r ibute verbat im  copies of this license 

docum ent ,  but  changing it  is not  allowed. 

 

PREAMBLE 

 

The licenses for m ost  software are designed to take away your freedom  to share 

and change it .  By cont rast , the GNU General Public License is intended to 

guarantee your freedom  to share and change free software- - to m ake sure the 

software is free for  all its users.  This General Public License applies to m ost  of the 

Free Software 

Foundat ion's software and to any other program  whose authors com m it  to using it .  

(Som e other Free Software Foundat ion software is covered by the GNU Library 

General Public License instead.)   You can apply it  to your program s, t oo. 

 

When we speak of free software, we are referr ing to freedom , not  price.  Our 

General Public Licenses are designed to m ake sure that  you have the freedom  to 

dist ribute copies of free software (and charge for this service if you wish) , that  you 

receive source code or can get  it  if you want  it , that  you can change the software or 

use pieces of it  in new free program s;  and that  you know you can do these things. 

 

To protect  your r ights, we need to m ake rest r ict ions that  forbid anyone to deny you 

these r ights or to ask you to surrender the r ights. These rest r ict ions t ranslate to 

certain responsibilit ies for you if you dist r ibute copies of the software, or if you 

m odify it . 

 

For exam ple, if you dist r ibute copies of such a program , whether grat is or for  a fee, 

you m ust  give the recipients all the r ights that  you have. You m ust  m ake sure that  

they, t oo, receive or can get  the source code.  And you m ust  show them  these 

term s so they know their r ights.  

 

We protect  your r ights with two steps:  (1)  copyright  the software, and (2)  offer  you 

this license which gives you legal perm ission to copy, dist r ibute and/ or m odify the 

software. 

 

Also, for  each author's protect ion and ours, we want  to m ake certain that  everyone 

understands that  there is no warranty for  this free software.  I f the software is 
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m odified by som eone else and passed on, we want  it s recipients to know that  what  

they have is not  the original, so that  any problem s int roduced by others will not  

reflect  on the original authors' reputat ions. 

 

Finally, any free program  is threatened constant ly by software patents.  We wish 

to avoid the danger that  redist r ibutors of a free program  will individually obtain 

patent  licenses, in effect  m aking the program  proprietary.  To prevent  this, we 

have m ade it  clear that  any patent  m ust  be licensed for  everyone's free use or not  

licensed at  all. 

 

The precise term s and condit ions for copying, dist r ibut ion and m odificat ion follow. 

 

TERMS AND CONDITI ONS FOR COPYING, DISTRIBUTION AND MODIFI CATION 

 

0. This License applies to any program  or other work which contains a not ice 

placed by the copyright  holder saying it  m ay be dist ributed under the term s of 

this General Public License.  The "Program ", below, refers to any such program  

or work, and a "work based on the Program " m eans either the Program  or any 

derivat ive work under copyright  law:  that  is to say, a work containing the 

Program  or a port ion of it , either verbat im  or with m odificat ions and/ or 

t ranslated into another Language.  (Hereinafter, t ranslat ion is included 

without  lim itat ion in the term  "m odificat ion".)   Each licensee is addressed as 

"you". 

 

Act ivit ies other than copying, dist r ibut ion and m odificat ion are not  covered by 

this License;  they are outside it s scope.  The act  of running the Program  is not  

rest r icted, and the output  from  the Program  is covered only if it s contents 

const itute a work based on the Program  ( independent  of having been m ade by 

running the Program ) . 

 

Whether that  is t rue depends on what  the Program  does. 

 

1. You m ay copy and dist r ibute verbat im  copies of the Program 's source code as 

you receive it , in any m edium , provided that  you conspicuously and 

appropriately publish on each copy an appropriate copyright  not ice and 

disclaim er of warranty;  keep intact  all the not ices that  refer t o this License and 

to the absence of any warranty;  and give any other recipients of the Program  a 

copy of this License along with the Program . 

 

You m ay charge a fee for the physical act  of t ransferr ing a copy, and you m ay 

at  your opt ion offer warranty protect ion in exchange for a fee. 

 

2. You m ay m odify your copy or copies of the Program  or any port ion of it ,  thus 

form ing a work based on the Program , and copy and dist r ibute such 

m odificat ions or work under the term s of Sect ion 1 above, provided that  you 

also m eet  all of these condit ions:  

 

a)  You m ust  cause the m odified files to carry prom inent  not ices stat ing that  

you changed the files and the date of any change. 

 

b)  You m ust  cause any work that  you dist r ibute or publish, that  in whole or in 

part  contains or is derived from  the Program  or any part  thereof, to be 

licensed as a whole at  no charge to all third part ies under the term s of t his 

License. 

 

c)  I f the m odified program  norm ally reads com m ands interact ively when run, 

you m ust  cause it , when started running for such interact ive use in the m ost  

ordinary way, to print  or  display an announcem ent  including an appropriate 
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copyright  not ice and a not ice that  there is no warranty ( or else, saying that  

you provide a warranty)  and that  users m ay redist r ibute the program  under 

these condit ions, and telling the user how to view a copy of this License.  

(Except ion:  if the Program  itself is interact ive but  does not  norm ally print  

such an announcem ent ,  your work based on the Program  is not  required to 

print  an announcem ent .)  

 

These requirem ents apply to the m odified work as a whole.  I f ident ifiable 

sect ions of that  work are not  derived from  the Program , and can be reasonably 

considered independent  and separate works in them selves, then this License, 

and it s term s, do not  apply to those sect ions when you dist r ibute them  as 

separate works.  But  when you dist r ibute the sam e sect ions as part  of a whole 

which is a work based on the Program , the dist r ibut ion of the whole m ust  be on 

the term s of this License, whose perm issions for other licensees extend to the 

ent ire whole, and thus to each and every part  regardless of who wrote it . 

 

Thus, it  is not  the intent  of this sect ion to claim  rights or contest  your r ights to 

work writ ten ent irely by you;  rather, the intent  is to exercise the r ight  to cont rol 

the dist r ibut ion of derivat ive or collect ive works based on the Program . 

 

I n addit ion, m ere aggregat ion of another work not  based on the Program  with 

the Program  (or with a work based on the Program )  on a volum e of a storage or 

dist ribut ion m edium  does not  bring the other work under the scope of this 

License. 

 

3. You m ay copy and dist r ibute the Program  (or a work based on it , under Sect ion 

2)  in object  code or executable form  under the term s of Sect ions 1 and 2 above 

provided that  you also do one of the following:  

 

a)  Accom pany it  with the com plete corresponding m achine- readable source 

code, which m ust  be dist r ibuted under the term s of Sect ions 1 and 2 above on 

a m edium  custom arily used for software interchange;  or,  

 

b)  Accom pany it  with a writ ten offer, valid for at  least  three years, to give any 

third party, for a charge no m ore than your cost  of physically perform ing source 

dist ribut ion, a com plete m achine- readable copy of the corresponding source 

code, t o be dist r ibuted under the term s of Sect ions 1 and 2 above on a m edium 

custom arily used for software interchange;  or,  

 

c)  Accom pany it  with the inform at ion you received as to the offer t o dist r ibute 

corresponding source code.  (This alternat ive is allowed only for 

noncom m ercial dist r ibut ion and only if you received the program  in object  code 

or executable form  with such an offer , in accord with Subsect ion b above.)  

 

The source code for a work m eans the preferred form  of the work for m aking 

m odificat ions to it .  For an executable work, com plete source code m eans all 

the source code for all m odules it  contains, plus any associated interface 

definit ion files, plus the scripts used to cont rol com pilat ion and installat ion of 

the executable.  However, as a special except ion, the source code dist r ibuted 

need not  include anything that  is norm ally dist r ibuted ( in either source or 

binary form )  with the m ajor com ponents ( com piler, kernel, and so on)  of the 

operat ing system  on which the executable runs, unless that  com ponent  it self 

accom panies the executable. 

 

I f dist r ibut ion of executable or object  code is m ade by offering access to copy 

from  a designated place, then offering equivalent  access to copy the source 

code from  the sam e place counts as dist r ibut ion of the source code, even 
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though third part ies are not  com pelled to copy the source along with the object  

code. 

 

4. You m ay not  copy, m odify, sublicense, or dist r ibute the Program  except  as 

expressly provided under this License.  Any at tem pt  otherwise to copy, m odify, 

sublicense or dist r ibute the Program  is void, and will autom at ically term inate 

your r ights under this License. However, part ies who have received copies, or 

r ights, from  you under this License will not  have their licenses term inated so 

long as such part ies rem ain in full com pliance. 

 

5. You are not  required to accept  this License, since you have not  signed it .  

However, nothing else grants you perm ission to m odify or dist r ibute the 

Program  or it s derivat ive works.  These act ions are prohibited by law if you do 

not  accept  this License.  Therefore, by m odifying or dist r ibut ing the Program  

(or any work based on the Program ) , you indicate your acceptance of this 

License to do so, and all it s term s and condit ions for copying, dist ribut ing or 

m odifying the Program  or works based on it . 

 

6. Each t im e you redist r ibute the Program  (or any work based on the Program ) , 

the recipient  autom at ically receives a license from  the original licensor t o copy, 

dist ribute or m odify the Program  subject  t o these term s and condit ions.  You 

m ay not  im pose any further rest r ict ions on the recipients' exercise of the r ights 

granted herein. You are not  responsible for enforcing com pliance by third 

part ies to this License. 

 

7. I f, as a consequence of a court  j udgm ent  or allegat ion of patent  infr ingem ent  or  

for  any other reason (not  lim ited to patent  issues) ,  condit ions are im posed on 

you (whether by court  order, agreem ent  or otherwise)  that  cont radict  the 

condit ions of this License, they do not  excuse you from  the condit ions of this 

License.  I f you cannot  dist ribute so as to sat isfy sim ultaneously your 

obligat ions under this License and any other pert inent  obligat ions, then as a 

consequence you m ay not  dist r ibute the Program  at  all.   For exam ple, if a 

patent  license would not  perm it  royalty- free redist r ibut ion of the Program  by all 

those who receive copies direct ly or indirect ly through you, then the only way 

you could sat isfy both it  and this License would be to refrain ent irely from  

dist ribut ion of the Program . 

 

I f any port ion of this sect ion is held invalid or unenforceable under any 

part icular circum stance, the balance of the sect ion is intended to apply and the 

sect ion as a whole is intended to apply in other circum stances. 

 

I t  is not  the purpose of this sect ion to induce you to infr inge any patents or 

other property r ight  claim s or to contest  validity of any such claim s;  this sect ion 

has the sole purpose of protect ing the integrit y of the free software dist r ibut ion 

system , which is im plem ented by public license pract ices.  Many people have 

m ade generous cont r ibut ions to the wide range of software dist r ibuted through 

that  system  in reliance on consistent  applicat ion of that  system ;  it  is up to the 

author/ donor to decide if he or she is willing to dist r ibute software through any 

other system  and a licensee cannot  im pose that  choice. 

 

This sect ion is intended to m ake thoroughly clear what  is believed to be a 

consequence of the rest  of this License. 

 

8. I f the dist r ibut ion and/ or use of the Program  is rest r icted in certain count ries 

either by patents or by copyrighted interfaces, the original copyright  holder who 

places the Program  under this License m ay add an explicit  geographical 

dist ribut ion lim itat ion excluding those count ries, so that  dist r ibut ion is 

 214 



perm it ted only in or am ong count ries not  thus excluded.  I n such case, this 

License incorporates the lim itat ion as if writ ten in the body of this License. 

 

9. The Free Software Foundat ion m ay publish revised and/ or new versions of the 

General Public License from  t im e to t im e.  Such new versions will be sim ilar in 

spir it  to the present  version, but  m ay differ in detail to address new problem s or 

concerns. 

 

Each version is given a dist inguishing version num ber.  I f the Program  

specifies a version num ber of this License which applies to it  and "any later 

version", you have the opt ion of following the term s and condit ions either of 

that  version or of any later version published by the Free Software Foundat ion.  

I f the Program  does not  specify a version num ber of this License, you m ay 

choose any version ever published by the Free Software Foundat ion. 

 

10. I f you wish to incorporate parts of the Program  into other free program s whose 

dist ribut ion condit ions are different , write to the author t o ask for  perm ission.  

For software which is copyrighted by the Free Software Foundat ion, write to the 

Free Software Foundat ion;  we som et im es m ake except ions for this.  Our 

decision will be guided by the two goals of preserving the free status of all 

derivat ives of our free software and of prom ot ing the sharing and reuse of 

software generally. 

 

NO WARRANTY 

 

11. BECAUSE THE PROGRAM IS LI CENSED FREE OF CHARGE, THERE I S NO 

WARRANTY FOR THE PROGRAM, TO THE EXTENT PERMITTED BY APPLI CABLE 

LAW.  EXCEPT WHEN OTHERWISE STATED IN WRI TING THE COPYRI GHT 

HOLDERS AND/ OR OTHER PARTI ES PROVIDE THE PROGRAM "AS IS"  WITHOUT 

WARRANTY OF ANY KI ND, EITHER EXPRESSED OR I MPLI ED, I NCLUDING, BUT 

NOT LIMI TED TO, THE I MPLI ED WARRANTI ES OF MERCHANTABILI TY AND 

FITNESS FOR A PARTICULAR PURPOSE.  THE ENTIRE RISK AS TO THE 

QUALITY AND PERFORMANCE OF THE PROGRAM IS WITH YOU.  SHOULD THE 

PROGRAM PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY 

SERVICING, REPAIR OR CORRECTI ON. 

 

12. IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO I N 

WRI TING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY WHO MAY 

MODIFY AND/ OR REDISTRI BUTE THE PROGRAM AS PERMITTED ABOVE, BE 

LIABLE TO YOU FOR DAMAGES, I NCLUDI NG ANY GENERAL, SPECIAL, 

INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF THE USE OR 

INABILITY TO USE THE PROGRAM ( I NCLUDING BUT NOT LIMI TED TO LOSS OF 

DATA OR DATA BEI NG RENDERED INACCURATE OR LOSSES SUSTAINED BY 

YOU OR THIRD PARTI ES OR A FAI LURE OF THE PROGRAM TO OPERATE WI TH 

ANY OTHER PROGRAMS) , EVEN IF SUCH HOLDER OR OTHER PARTY HAS BEEN 

ADVISED OF THE POSSI BI LITY OF SUCH DAMAGES. 

 

END OF TERMS AND CONDITI ONS 
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